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• The high resolution of the eddy-resolving Navier-Stokes solvers is incompatible with RANS-based7

bed-load transport models.8

• The discrepancies are limited to subcritical values of the Shields parameter, where transport is gov-9

erned by bed-load motion.10

• The bed-load predictions of DNS-based models show qualitatively similar behaviour.11

• Time averaging on a window of the order the large-eddy turnover time improves the predictions of12

bed-load transport models.13

• The same behaviour is observed in turbulent channel flow over smooth and rough walls, and over a14

two-dimensional fixed dune.15
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ABSTRACT
This work investigates the accuracy of commonly used bed-load transport models
when applied in combination with high-resolution Navier-Stokes solvers. Empirical
bed-load models predict the transport rate of sediments based on the average bottom
shear-stress, while eddy-resolving approaches allow for a space- and time-dependent
description of the bottom shear-stress distribution. We discuss the effect that a fine-
graining of the stress distribution provided by the flow solver has on the transport
model prediction, and we examine the space and time scales at which the averaged
values of the transport rate, obtained using the local stress distribution, converge to
the transport rate predicted using the average stress. To this aim, we performed Di-
rect Numerical Simulation of a channel flow and used the resulting database to mimic
Wall-Resolved and Wall-Modelled Large-Eddy Simulations. We compared the pre-
diction of several bed-load transport models to experimental measurements in order
to identify and highlight the limitations that stem from the coupling of these models
with eddy-resolving techniques. We find that for small values of the Shields parame-
ter (ratio of viscous and gravitational forces) the fine spatial and temporal resolution
of wall-resolved simulations can yield overestimation of the bed-load transport rate;
whereas more coarse-grained methods, such as wall-modelled Large Eddy Simula-
tion, result in improved predictions. We also show that a short-time averaging of the
force exerted by the fluid on the sediments, which we tested in three different config-
urations (channel flow with smooth and rough walls and flow over an idealized two-
dimensional river dune), improves the accuracy of the bed-load transport predictions,
thus providing indications about the flow scales that control the transport process.

1. Introduction16

Sediment-laden flows are of great practical im-17

portance, as they occur in a wide variety of natural18

and industrial processes, from soil erosion and sed-19

iment transport in streams and rivers, to materials20

handling (Nielsen, 1992). A detailed physical un-21

derstanding and an accurate modelling of sediment22

transport dynamics is crucial to predict the effect23

that the resulting patterns, commonly termed bed-24

forms, have on the overall bed morphology and sed-25

iment transport rates (Kidanemariam and Uhlmann,26

2017). Sediment transport is mainly determined by27

the action of the flow, which removes sediment from28

the bed causing its erosion, by the effect of gravity,29

∗Corresponding author
ORCID(s):

which drives sediment settling, and by the mixing 30

induced by turbulence via the momentum exchange 31

between the sediments and the carrier fluid. Tur- 32

bulence, in particular, plays a crucial role in most 33

natural flows, where the presence of coherent struc- 34

tures associated with significant vorticity, velocity 35

and pressure fluctuations is known to affect the lo- 36

cal bottom shear-stress, the entrainment process and 37

consequently the bed morphology (Best, 2005; Liv- 38

ingstone et al., 2007; Papadopoulos et al., 2020). 39

In an effort to gain fundamental knowledge of 40

the bed-formmorphodynamic changes, a large num- 41

ber of investigations have been carried out in the 42

past. Experiments have been extensively performed 43

to examine aspects such as near-bed transport (van 44

Rijn, 1984c; Nielsen, 1992; Niño and García, 1998; 45

Cheng, 2002; Wong and Parker, 2006), deposition 46
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Coupling of bedload transport models and CFD techniques.

or settling (Oliver, 1961; Batchelor, 1972; Davis,47

1985), suspended transport (van Rijn, 1984a, 1987;48

Celik andRodi, 1991; Garcia, 1991; Hay and Sheng,49

1992), and bedform evolution (Best, 1996, 2005;50

Venditti et al., 2005; Parsons et al., 2005; Reesink51

and Bridge, 2007, 2009; Kocurek et al., 2010; Cole-52

man andNikora, 2011; Reesink et al., 2018; Unsworth53

et al., 2018).54

In spite of the progress made, however, achiev-55

ing a complete understanding of the mechanisms56

that drive the bed morphodynamics has been and57

still remains a challenging task from an experimen-58

tal perspective. This is due to a number of fac-59

tors, such as the need to consider idealized bound-60

ary conditions, the difficulty of detecting the early61

stages of pattern formation or the limited extent of62

the observation time window (Scherer et al., 2020),63

which all stem from the complex interaction be-64

tween the sediment particles and the driving turbu-65

lent flow. Additionally, field measurements of the66

sediment flux during morphogenetic events are cur-67

rently difficult, if not impossible, to obtain (Vittori68

et al., 2020).69

A useful complementary tool to overcome these70

difficulties is represented by numerical simulations,71

which can be used to analyze the interactions be-72

tween sediment particles and the carrying flow, es-73

pecially in the near-bed region. In most of the previ-74

ous numerical works, the background turbulent flow75

has been typically obtained by coupling a Reynolds-76

Averaged Navier-Stokes (RANS) equations solver,77

with a sediment continuity equation to describe the78

sediment-bed evolution (Paola and Voller, 2005).79

The hydrodynamic and morphodynamic problems80

are then linked by an algebraic expression for the81

bed-load transport rate, which will be indicated as82

Φ in its dimensionless form, hereinafter. These ex-83

pressions allow to estimate Φ as a function of the84

sediment properties (specific gravity, grain size, etc.)85

and flow properties, notably the space- and/or time-86

averaged bed shear-stress, indicated as ⟨�w⟩ here-87

inafter (the angle brackets denote time- and space-88

averaged quantities). Some attempts have beenmade89

to improve the predictive capability of these expres-90

sions by including the effect of turbulent burst phe-91

nomena (Cao, 1999; Lee et al., 2012; Salim and Pat-92

tiaratchi, 2020). In one such attempt, Guan et al.93

(2021) have shown that bed-load sediment trans-94

port is strongly influenced by the near-wall coherent95

structures and by the inertia of the particles trav- 96

elling near the bed; concluding that the bed-load 97

transport rate is not uniquely determined by the bottom-98

shear stress. 99

The bed-load transport models often depend on 100

a threshold value of �w, referred to as the critical 101

bed shear-stress �w,cr. Above this thershold, sedi- 102

ment motion takes place. Many definitions of �w,cr 103

are available in the literature (Debnath and Chaud- 104

huri, 2010b), derived by measuring the amount of 105

sediment eroded over a certain time span as a func- 106

tion of the average bed shear-stress (which, in most 107

experiments, is evaluated from the extrapolation of 108

the Reynolds shear-stresses). The specific defini- 109

tion adopted has a strong impact on the model cali- 110

bration and, hence, on the prediction of the bed-load 111

transport and suspended sediment transport. This 112

is the most sensitive aspect, as far as simulation of 113

the morphodynamics of alluvial and coastal envi- 114

ronments is concerned. In the past, RANS-based 115

models have been applied to the study of sediment 116

transport over sand bedforms (Parsons et al., 2004; 117

Lefebvre, 2019; Yamaguchi et al., 2019), highlight- 118

ing the influence of the bedform geometrical proper- 119

ties on the mean flow characteristics: Parsons et al. 120

(2004) focused on idealized two-dimensional trans- 121

verse dunes, while Lefebvre (2019) and Yamaguchi 122

et al. (2019) studied natural three-dimensional bed- 123

forms. More recently, Chiodi et al. (2014) andAhadi 124

et al. (2018) performed RANS of sediment trans- 125

port in open-channel flow using a two-fluidmodel to 126

relate the bed-load sediment transport to the mean 127

flow quantities. This approach, however, fails to ex- 128

plain some of the hydrodynamics and morphody- 129

namics mechanisms (Weaver and Wiggs, 2011; Wu 130

et al., 2017). 131

The main issue with the empirical models just 132

discussed is that the actual bed-load transport rate 133

depends on the instantaneous spatial distribution of 134

the bottom shear-stress, which represents the foot- 135

print of turbulence, and not on its space- or time- 136

averaged value. An example of such distribution is 137

provided in Figure 1, where a typical evolution (in 138

time, labelled as t, or in space, along the horizon- 139

tal flow directions, labelled as x and z) of the bot- 140

tom shear-stress, �w(x, z, t), is shown. Although the 141

time- and space-averaged bottom shear-stress, ⟨�w⟩, 142

is, in this example, smaller than the critical value, 143

the instantaneous/local bottom shear-stress exceeds 144
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Coupling of bedload transport models and CFD techniques.

Figure 1: Typical evolution (in time or in space) of the
instantaneous/local bottom shear-stress, �w(x, z, t).
The dotted and dashed horizontal lines show the time-
and space-averaged value ⟨�w⟩, and the critical value
�w,cr that is used by the empirical bed-load transport
models.

the critical value in some instances. This generates145

instantaneous/local transport events that would not146

be captured by a model based on the average stress.147

Clearly, empirical models cannot incorporate all the148

complexities of the phenomenon (which include a149

wide range of temporal and spatial scales, thresh-150

old effects, non-linearities and dependence on flow151

conditions [Ancey 2020a]) and may lead to inaccu-152

rate estimations, especially when used outside their153

limit of applicability (Meiburg and Kneller, 2010),154

as we will also show in this paper.155

An alternative approach is represented by Di-156

rect Numerical Simulation (DNS), which has bene-157

fited from the increased computational resources of158

modern computers, and has opened a new promis-159

ing branch of research aimed at exploring themicro-160

mechanics of sediment transport, namely the physi-161

cal processes occurring at the scale of sediment par-162

ticles (Kidanemariam and Uhlmann, 2014, 2017;163

Biegert et al., 2017; Vowinckel et al., 2019b; Maz-164

zuoli et al., 2020; Vittori et al., 2020; Akiki and Bal-165

achandar, 2020).166

Within the DNS-based Euler-Lagrange frame-167

work, the sediment transport processes occurring at168

the mesoscale can be simulated by tracking a large169

number of particles that are assumed to be smaller170

than the grid size of the fluid solver and modelled as171

mass points that move under the action of the flow172

hydrodynamic forces. An overview of the most re-173

cent point-particle DNS studies is provided in Vow-174

inckel (2021) and shows that these types of simula-175

tions are able to reproduce bed-form evolution of176

ripples and dunes in unidirectional and oscillatory 177

flows, especially when particle-particle interactions 178

of contact and collision are accounted for. 179

Themicroscale of individual particle-particle in- 180

teractions, on the other hand, can be represented by 181

particle-resolved simulations in which the motion 182

of each particle is computed by resolving the flow 183

field around it: this requires that the grid size be sig- 184

nificantly smaller than the particle diameter. The 185

increased spatial and temporal accuracy comes at 186

the expense of a much higher computational cost, 187

compared to the RANS-based approach, but allows 188

the explicit calculation of the distributions of sedi- 189

ment concentration, shear stress and sediment flow 190

rate. The availability of this kind of fully-resolved 191

(in space and time) information is crucial to shed 192

light not only on the effect of the flow on the bed 193

evolution but also on the effect of the sediment pat- 194

terns on the flow properties and, in turn, on the sed- 195

iment transport mechanics (Vowinckel, 2021). 196

In this context, Kidanemariam andUhlmann (2014)197

performed DNS simulation of flow over a bed of 198

mobile, spherically-shaped particles. They accu- 199

rately predicted the formation of dunes from a flat 200

bed under the action of laminar and turbulent flow. 201

Mazzuoli et al. (2020) examined the transport of 202

sediments in a turbulent oscillating boundary layer 203

over an initially flat bed ofmovablemono-sized spheres.204

They found that the dynamics of sediments that are 205

suspended is strongly related to the properties of tur- 206

bulence, which depend on the distance from the bed 207

surface and on the phase of the wave cycle. Vittori 208

et al. (2020) extended the study by Mazzuoli et al. 209

(2020) to focus on the bed-load layer. They con- 210

cluded that the empirical formulae present in litera- 211

ture to predict bed-load transport are accurate only 212

in a specific range of application: above the condi- 213

tion of steady bed-load transport and below the con- 214

dition of suspended sediment transport. In a series 215

of papers (Vowinckel et al., 2017a,b; Papadopoulos 216

et al., 2020), Frohlich and co-workers used DNS 217

to investigate the momentum fluxes and hydrody- 218

namic stresses within and above a mobile granu- 219

lar bed in a turbulent open-channel flow laden with 220

mono-disperse spherical sediment particles (either 221

partially mobilized or all in motion). The momen- 222

tum fluxes were computed as temporal and spatial 223

averages following a double-averaging methodol- 224

ogy that allows the DNS data to be convoluted in 225
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a rigorous way, thus providing detailed description226

and quantification of the physical mechanisms in-227

volved in momentum exchanges. It was found that228

partially-mobilized particles create streamwise bed-229

forms that cause spanwise heterogeneities and yield230

significant form-induced momentum fluxes. It was231

also shown that particles always take up a substan-232

tial amount of the momentum supplied, which ul-233

timately increases the channel hydraulic resistance,234

enhancing and stabilizing secondary flows.235

The main advantage of fully-resolved simula-236

tions is their capability to provide in a determin-237

istic manner the critical amount of sediment flow238

rate that is required to trigger sediment resuspen-239

sion from the bed, this information being essential240

for development of physics-based erosion and bed-241

load transport models (Mazzuoli et al., 2020; Vittori242

et al., 2020). On the other hand, these simulations243

are very expensive from a computational point of244

view and can only be made affordable by reducing245

the number of sediment particles composing the bed246

or by limiting the flow Reynolds number to values247

well below a real physical application (Vowinckel248

et al., 2019a).249

In principle, a further possibility to reduce the250

computational cost consists in modelling the ero-251

sion/entrainment process in a way similar to what is252

done in RANS-based approaches, i.e., using an Eu-253

lerian approach that solves a transport equation for254

the sediment mass (Vowinckel, 2021). This strategy255

was employed recently by Zgheib et al. (2018a,b),256

who applied DNS to the study of ripple formation257

from a flat bed at relatively low Reynolds number.258

The authors focused on the flow regime where the259

only mode of sediment migration is bed-load trans-260

port and did not solve the sediment-concentration261

transport equation. Rather, the morphodynamics262

equation, which involves a bed-load transportmodel,263

erosion and deposition, was considered. They ob-264

served various bed-form interactions during the for-265

mation process, such as lateral linking and merging,266

as well as evolution of ripples from a longitudinal to267

a transverse orientation. However, using the same268

empirical models developed for RANS in combi-269

nation with DNS goes well beyond the applicabil-270

ity limits of the models. In addition, there are very271

few models that estimate (rather than compute ex-272

plicitly) the bed-load transport rate based on the lo-273

cal bottom shear-stress distribution, e.g. Lee et al.274

(2012). 275

In this context, a crucial question that arises is 276

related to the space and time resolution of the bot- 277

tom shear-stress distribution that is required to yield 278

satisfactory estimates of the bed-load sediment trans- 279

port by a given model. This question is particularly 280

relevant when eddy-resolving methods, like Large- 281

Eddy Simulation (LES), are used. These methods 282

represent an approach intermediate between RANS 283

andDNS, in that they combinemore affordable com- 284

putational costs (compatible with practical applica- 285

tions) and reasonably-adequate predictive capabili- 286

ties. 287

In LES, in particular, the flow dynamics is re- 288

solved at a much finer scale than RANS. The spa- 289

tial resolution is designed and tuned to capture the 290

turbulent structures that are expected to influence 291

the flow dynamics the most, while only the small 292

scales of the flow are modelled. Due to the lower 293

discretization accuracy (compared to DNS) a full 294

resolution of the flow around the particles is not pos- 295

sible in this type of simulations (Marchioli, 2017). 296

Therefore, an Eulerian approach is taken to solve 297

the sediment transport problem, where the sediment 298

phase is modelled as a continuum. This approach 299

has considerably lower computational demands than 300

its Lagrangian counterpart. Because of its flexibil- 301

ity, LES has been widely used to study sediment 302

transport in a variety of configurations and geome- 303

tries. Zedler and Street (2001, 2006) simulated the 304

transport of sediments over ripples under the action 305

of steady or oscillatory flows, observing the role of 306

Görtler vortices in the sediment entrainment mech- 307

anism. Chou and Fringer (2008) used LES to study 308

the characteristic time scales of sediment transport 309

in turbulent channel flow at high Reynolds number, 310

and, in a successive work, to investigate the bed for- 311

mation process for the case of sand ripples from 312

a flat bed (Chou and Fringer, 2010). Khosrone- 313

jad and Sotiropoulos (2014) implemented a hydro- 314

morphodynamic model to simulate the formation of 315

sand waves in channel flow, which they later used to 316

study the formation of Barchan dunes (Khosrone- 317

jad and Sotiropoulos, 2017). In these studies the 318

bed-load transport uses local and instantaneous bed 319

shear-stress values in the models, despite the fact 320

that thesemodels were developed and calibratedwith 321

RANS solutions in mind, using average values only. 322

An important feature of LES, and of eddy-resolving323
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methods in general, is that the computed bottom324

shear-stress fluctuates in space and time. There-325

fore, even if the average shear stress is below the326

critical value (⟨�w⟩ < �w,cr), the local values of the327

stress predicted by the flow solver can be above the328

threshold (�w(x, z, t) > �w,cr), the opposite being329

also possible when ⟨�w⟩ > �w,cr. In other words,330

the average bed-load transport, ⟨Φ(�)⟩, will differ331

from the bed-load transport based on averaged flow332

quantities, Φ (⟨�⟩), with � representing the Shields333

parameter. This hints to the possibility of applying334

successfully local models such as that of Lee et al.335

(2012), but poses issues too. One issue is related to336

the possibility of tuning the accuracywith which the337

bottom shear-stress distribution is provided by the338

flow solver to improve the estimate of the bed-load339

sediment transport by using the available empirical340

models. The other issue is related to the evaluation341

of the space and time scales at which ⟨Φ(�)⟩ recov-342

ers Φ(⟨�⟩). Both issues are associated to the type343

of LES that is performed: Wall-Resolved LES, re-344

ferred to as WRLES hereinafter, resolves the wall345

layer, whereas Wall-Modelled LES, referred to as346

WMLES hereinafter, models it.347

In WRLES, since the grid extends to the wall,348

the first grid point is in the linear region of the ve-349

locity profile, and the wall stress is evaluated us-350

ing a finite differences approximation. With this ap-351

proach, the fluctuations of �w are significant, their352

root-mean-square being approximately 37% of the353

mean value (Wu and Chou, 2003). In WMLES, on354

the other hand, the wall stress is calculated based on355

the velocity at the inner/outer layer interface point,356

usually located at y = 0.05−0.1� (where � is thewa-357

ter depth). An equilibrium stress layer is typically358

assumed, but other approaches are also possible (Pi-359

omelli, 2008; Larsson et al., 2016; Bose and Park,360

2018). In this case, the fluctuations of �w are signif-361

icantly lower than those of WRLES, since the ve-362

locity fluctuations at the interface are much smaller363

than those nearer to the wall. It is thus reasonable to364

expect that the predictive capability of a given sedi-365

ment transport model will be different inWRMLES366

and in WMLES.367

In this paper, we try to address these issues by368

performing a campaign of simulations characterized369

by different levels of spatial and temporal resolu-370

tion, and also considering flow geometries that are371

relevant for sedimentation problems and are char-372

acterized by non-equilibrium flow conditions. Non- 373

equilibrium conditions, which occur in the presence 374

of separation, flow three-dimensionality, and/or strong 375

acceleration for instance, are considered here to as- 376

sess the performance of the selected transport mod- 377

els when these are used outside of their limit of 378

applicability, namely equilibrium turbulence condi- 379

tions, typical of plane channels, pipes or flat-plate 380

boundary layers (Charru et al., 2013). 381

To this end, we will start by considering the 382

DNS results for the case of plane channel flow, which 383

will be used as reference as well as input for the 384

various models. DNS data will be then filtered, a 385

posteriori, to mimic typical WRLES, WMLES and 386

RANS solutions; each solution approach will then 387

be coupled with the selected transport models to 388

compare the performance of the different combina- 389

tions. This analysis will be repeated for a channel 390

flow over rough walls, and for the case of flow over 391

a model river-dune geometry, where flow separa- 392

tion, reattachment, adverse and favourable pressure- 393

gradients occur (Balachandar et al., 2007; Stoesser 394

et al., 2008; Omidyeganeh and Piomelli, 2011). The 395

insights gained with this study will improve the un- 396

derstanding of the performances ofmorphodynamic 397

models in eddy-resolving calculations, and their lim- 398

itations. 399

In the following, the numerical methodology is 400

introduced. Then, the bed-load transport models 401

tested are reviewed, and the results of the present in- 402

vestigation are discussed. Finally, conclusions and 403

recommendations for future work are given. 404

2. Methodology 405

In this section we summarize the features of the 406

models considered in our study. First, the fluid flow 407

solvers are presented. Then, the bed-load transport 408

models are introduced. 409

2.1. Governing equations for the fluid 410

phase 411

We study the dynamics of an incompressible 412

Newtonian fluid, which is governed by the equa- 413

tions of conservation of mass and momentum: 414

∇ ⋅ u = 0 (1a)
) u
) t

+ ∇ ⋅ (uu) = −∇P + 1
Reb

∇2u (1b)

D’Alessandro et al.: Preprint submitted to Elsevier Page 5 of 26

                  



Coupling of bedload transport models and CFD techniques.

where all quantities are made dimensionless using415

the bulk velocity, ub, the half channel height �, the416

fluid density �, and the kinematic viscosity �; the417

Reynolds number is Reb = ub�∕�. The instanta-418

neous velocity vector is u, with (u, v,w) the veloc-419

ity components along the streamwise, wall-normal,420

and spanwise coordinate directions (x, y, z), respec-421

tively. Finally, P is the dimensionless pressure.422

2.2. Numerical methods423

The data used for the evaluation of bed-load trans-424

port models were obtained from DNS or LES of425

the flow in various geometries, which are described426

in detail in section 3.2. For the DNS calculations,427

Equations (1a) and (1b) are solved on a staggered428

Cartesian grid. All derivatives are calculated by429

second-order, centered finite difference approxima-430

tions, and a fractional step method (Kim and Moin,431

1985) is used. A third-order Runge-Kutta scheme is432

used for the time advancement of the convective and433

diffusive terms in the streamwise and spanwise di-434

rections, while the diffusive term in the wall-normal435

direction is discretized using the second-order im-436

plicit Crank-Nicolson scheme. Periodic boundary437

conditions are applied in the streamwise and span-438

wise directions and a no-slip condition is applied at439

the bottom and top walls. The code has been ex-440

tensively validated for turbulent flows of this type441

(Keating et al., 2004; Scalo et al., 2012; Yuan and442

Piomelli, 2014; Wu et al., 2019).443

For the LES calculations, the filtered NS equa-444

tions are solved. A spatial filter, with width propor-445

tional to the grid size, is applied to the flow field:446

All scales smaller than the filter width are modelled.447

The filtered NS equations read as448

∇ ⋅ ũ = 0 (2a)
) ũ
) t

+ ∇ ⋅ (ũũ) = −∇P̃ + 1
Reb

∇2ũ − ∇ ⋅ �̃

(2b)
where ⋅̃ represents filtered quantities and �̃ = ũu −449

ũũ is the sub-filter scale stress tensor, which is mod-450

elled using the dynamic eddy-viscosity model (Ger-451

mano et al., 1991; Lilly, 1992) with Lagrangian av-452

eraging (Meneveau et al., 1996). These equations453

are solved on a curvilinear, non-staggered grid with454

a Finite Volume approach that is second-order ac-455

curate in space. The fractional step method (Kim456

and Moin, 1985) is used in this case as well. A457

second-order Adams-Bashforth scheme is used for 458

the time advancement of the convective and diffu- 459

sive terms in the streamwise and spanwise direc- 460

tions, while the diffusive term in the wall-normal di- 461

rection is discretized using a second-order implicit 462

Crank-Nicolson scheme. Periodic boundary condi- 463

tions are applied in the streamwise and spanwise di- 464

rections and a no-slip condition is applied at the bot- 465

tom wall, while the top boundary is modelled as a 466

fixed free surface: 467

)u
)y

= )w
)y

= 0 and v = 0 (3)

2.3. Bed-load transport models 468

The bed-load transport process is determined by 469

the balance between the force exerted by the fluid 470

on the particle and the resisting force resulting from 471

gravity, friction (due to the contact with other parti- 472

cles), and cohesive forces. Cohesive forces are rel- 473

evant when the bed is formed by clay or sand par- 474

ticles containing significant amounts of water; this 475

type of particle-particle interaction is more promi- 476

nent for smaller particles (Warren, 2013). There is, 477

however, lack of understanding in cohesive-sediment 478

erosion and suspension, and uncertainty in themethod-479

ologies and definitions used to estimate cohesive- 480

sediment erosion thresholds. Therefore, in this study 481

we neglect these forces and limit the source of un- 482

certainty to the bed-load transport model (Debnath 483

and Chaudhuri, 2010a; Vowinckel et al., 2019b). 484

Also, we assume the bed to be formed of dry sand 485

particles (quartz). 486

The uplifting force is related to the near-wall ve- 487

locity which, in turbulent flows, exhibits random 488

fluctuations. Moreover, in real configurations, the 489

particles have different size and shape: This aspect, 490

combined with the random behaviour of the flow, 491

canmake the particle erosion very hard to parametrize 492

and predict (van Rijn, 1993). The ratio of the sand- 493

grain size to the viscous sub-layer height is a sen- 494

sitive parameter for sediment transport models (van 495

Rijn, 1993), as it determines the fraction of parti- 496

cles that will be subjected to strong velocity fluc- 497

tuations. This dimensionless parameter, the parti- 498

cle Reynolds number, is defined as Rep = d∕�� , 499

where �� = �∕u� is the viscous length scale, u� = 500

(�w∕�)1∕2 is the friction velocity, � is the fluid den- 501

sity, and d is the grain size. Shields (1936) deter- 502

mined the critical bottom shear-stress for initiation 503
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of motion as a function of the particle Reynolds504

number, and alsomeasured the threshold shear-stress505

to initiate motion of particles of different size. This506

condition differs from that encountered by suspen-507

sions, which are characterized by prolonged motion508

of the particle in the water column (van Rijn, 1993;509

Niño et al., 2003).510

Different definitions of the threshold bottom shear-511

stress can be found in the literature (Shields, 1936;512

van Rijn, 1984a; Niño et al., 2003). Many authors513

use a normalized grain diameter, defined as514

d∗ = d
[
(s − 1)g
�2

] 1
3 (4)

where s = �s∕� is the ratio between particle density515

�s and fluid density �, and g is the acceleration of516

gravity, and they express the critical shear-stress as517

a function of this parameter (van Rijn, 1993).518

The bottom shear-stress can also be normalized519

by the sediment specific gravity and sediment grain520

diameter to yield the “transport stage” or Shields pa-521

rameter, �:522

� =
|�w|

(s − 1)�gd
=

u2�
(s − 1)gd

. (5)
All bed-load transport models considered are ex-523

pressed in terms of either of these two non-dimensional524

parameters.525

The non-dimensional bed-load transport is de-526

fined as:527

Φ =
qbl√

(s − 1)gd3
(6)

where qbl is the volume of sediment transported as528

bed load per unit time and width. Most of the bed-529

load transport models commonly used in the litera-530

ture assume that particle transport starts as soon as531

the Shields parameter exceeds the critical value:532

�cr =
�w,cr

(s − 1)�gd
. (7)

We will consider the following models (in the533

figures, they will be referred to using the abbrevia-534

tions provided below):535

• EF76 (Engelund and Fredsoe, 1976):536

Φ = 18.74�(
√
� − 0.7

√
�cr) (8)

where �cr = 0.05.537

• FLvB76 (Fernandez Luque and vanBeek, 1976):538

539

Φ = 5.7(� − �cr)1.5 (9)
where �cr is determined from the Shields incipient-540

motion curve (Shields, 1936), and is a func- 541

tion of the particle Reynolds number. 542

• P79 (Parker, 1979): 543

Φ = 11.2
(� − �cr)4.5

�3
(10)

where �cr = 0.03. 544

• vR84 (van Rijn, 1984c): 545

Φ = 0.053D−0.3∗

(
� − �cr
�cr

)2.1
(11)

Here and in (12)-(13) below, �cr is determined 546

from the re-adapted Shields diagram (vanRijn, 547

1993). 548

• N92 (Nielsen, 1992): 549

Φ = 12
√
�(� − �cr). (12)

• NG98 (Niño and García, 1998): 550

Φ = 42.9(�− �cr)(
√
�−0.7

√
�cr). (13)

• C02 (Cheng, 2002): 551

Φ = 13�1.5 exp
(
−0.05
�1.5

)
(14)

with no dependency on a critical shear-stress. 552

• WP06 (Wong and Parker, 2006): 553

Φ = 3.97(� − �cr)1.5 (15)
where �cr = 0.0495. 554

Some of these models (Engelund and Fredsoe, 555

1976; Parker, 1979; Cheng, 2002;Wong and Parker, 556

2006) are independent of the grain size (whichmeans 557

that either they assume a constant �cr or they ex- 558

clude the existence of a threshold). The other mod- 559

els (Fernandez Luque and van Beek, 1976; van Rijn, 560
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Table 1
Experimental datasets for bed-load transport considered in this study.

Model d∗ �
Paintal (1971) 63 − 562 0.01 − 0.07

Fernandez Luque and van Beek (1976) 22 − 83 0.04 − 0.08
Cheng (2002) 18 − 20 0.06 − 8.47

Wong and Parker (2006)
80 − 729 0.06 − 0.29(revisited the data of

Meyer-Peter and Müller (1948))

1984b; Nielsen, 1992; Niño and García, 1998) de-561

pend on the grain size, and will be analyzed sepa-562

rately.563

The model by Lee et al. (2012) was also imple-564

mented (indicated in the figures with the abbrevia-565

tion L12). This model relies on a work-based cri-566

terion for particle motion and defines the bed-load567

transport instantaneously and locally based on the568

force exerted by the fluid on virtual sediment parti-569

cles. The procedure used for this model differs from570

the empirical models in that the bed-load transport571

depends on the instantaneous flow velocity at a cer-572

tain distance from the wall (equal to the radius of573

the sediment particles), rather than on the bottom574

shear-stress. The force acting on the sediment par-575

ticles is then calculated using the instantaneous par-576

ticle Reynolds number, Ref , based on the instanta-577

neous flow velocity, uf , the particles diameter, d,578

and the kinematic viscosity, �. Two conditions for579

transport are to be satisfied: the transport process580

begins when the force exceeds a threshold value for581

motion; at this point the particle starts moving on582

the channel bed but it is not re-entrained yet; actual583

erosion/transport takes place when the work done584

by the fluid force on the particle exceeds the work585

necessary to move the particle from its location.586

3. Experimental and numerical data587

The numerical datasets produced in this study588

have been compared to experimental datasets avail-589

able in the literature. In the following we describe590

these datasets in detail.591

3.1. Experimental datasets592

The experimental datasets used for the valida-593

tion of bed-load transport models are listed in Ta-594

ble 1, together with the range of parameters exam-595

ined. The dimensionless sediment diameters range 596

between 18 and 729, and, the Shields parameter 597

ranges between 0.01 and 10. 598

Combining equations (4) and (5), and the defi- 599

nition of Rep we obtain: 600

Rep =
u�d
�

=
√

�
d3∗

(16)

which shows the relation between the particle Reynolds601

number,Rep, the Shields parameter, �, and the non- 602

dimensional diameter, d∗. If we assume that Rep is 603

the main parameter characterizing the particle dy- 604

namics, then we can derive that: 605

• at low particle Reynolds numbers, when the 606

viscous forces are significant, the Shields pa- 607

rameter, �, and the non-dimensional diam- 608

eter, d∗, are both relevant quantities to the 609

physics of the problem; 610

• in highly turbulent flows, characterized by larger611

values ofRep, the particles dynamics ismainly 612

governed by the Shields parameter. 613

Notice that the dataset of Paintal (1971) focuses on 614

very low values of � but considers a wide range of 615

values for d∗. The experimental dataset fromCheng 616

(2002), on the other hand, focuses on larger values 617

of �, but a limited range of values for d∗. 618

Figure 2 gathers all the experimental data, and 619

also shows a correlation of the data, obtained as a 620

least-squares-regression power-law. Since the ex- 621

perimental data exhibit different power-law expo- 622

nents in different ranges of �, the least-square-regression623

was performed separately on five different intervals 624

of ⟨�⟩. The expression of the piecewise power-law 625
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Figure 2: Experimental data from Paintal (1971),
Fernandez Luque and van Beek (1976), Wong

and Parker (2006), and Cheng (2002); best fit

piecewise power law; 90% confidence range.

(PPL) so obtained is Φ = a ⟨�⟩n where:626

⎧⎪⎪⎨⎪⎪⎩

a = 10, n = 5 ⟨�⟩ < 0.022
a = 6 × 1014, n = 13.4 0.022 < ⟨�⟩ < 0.055
a = 63.74, n = 3.022 0.055 < ⟨�⟩ < 0.2
a = 27.74, n = 2.532 0.2 < ⟨�⟩ < 0.5
a = 12.66, n = 1.496 ⟨�⟩ > 0.5

(17)
We also plot the 90% confidence range, which was627

evaluated by discarding 5% of the points with the628

largest error above and below the PPL. The error is629

defined as630

"PPL =
|Φexp − ΦPPL|

ΦPPL
(18)

where ΦPPL represents the value of the piecewise631

power law and Φexp refers the experimental mea-632

surements.633

3.2. Numerical datasets634

Three numerical datasets were used: two were635

obtained fromDNSof plane channel flowwith smooth636

and rough walls, the third from a WRLES of the637

flow over a 2D dune. The numerical results were638

manipulated tomimicWRLES,WMLES, andRANS639

using a procedure that will be described later, and640

coupledwith the bed-load transportmodels presented641

in Section 2.3.642

The DNS of channel flow with smooth walls643

was carried out atReb = 21, 400 (based on the bulk644

velocity and the half-channel height) which corre-645

sponds to a friction Reynolds numberRe� ≃ 1, 000,646

based on the friction velocity and the half-channel 647

height. A computational domain of length (stream- 648

wise) L = 6�, width (spanwise) W = 3∕�, and 649

height (wall-normal) H = 2� was discretized us- 650

ing 1024 × 312 × 512 grid points in the stream- 651

wise, wall-normal, and spanwise directions, respec- 652

tively. A uniform grid was used in the streamwise 653

and spanwise directions, while a hyperbolic-tangent 654

distribution was used in the wall-normal direction. 655

This resulted in grid sizes Δx+ ≃ Δz+ ≃ 6, and 656

0.1 < Δy+ < 39, in wall units. The results agree 657

very well with reference data, and are reported in 658

detail by Hantsis and Piomelli (2020). A total of 659

160 instantaneous snapshots were collected, cov- 660

ering a time interval of 16t∗, where t∗ = �∕u� is 661

the large-eddy turn-over time, which represents the 662

characteristic time of the large turbulent eddies. 663

The DNS of channel flow over rough walls was 664

performed using the same code. The bulk-flow sim- 665

ulation parameters are similar to the smooth chan- 666

nel case. In particular, Reb = 21, 400, which cor- 667

responds to Re� ≃ 1, 700. A computational do- 668

main of length (streamwise) L = 4�, width (span- 669

wise) W = 2�, and height (wall-normal) H = 2� 670

was discretized with 640 × 530 × 320 grid points 671

in the streamwise, wall-normal, and spanwise di- 672

rections, respectively. It was shown (Hantsis and 673

Piomelli, 2020) that the smaller domain has no ef- 674

fect on the flow in the region near the roughness. 675

A uniform grid distribution was used in the stream- 676

wise and spanwise directions. In the wall-normal 677

direction, a uniform grid covers the volume occu- 678

pied by the roughness (128 grid points) and then 679

a hyperbolic tangent distribution is applied up to 680

the middle of the channel. This results in grid sizes 681

Δx+ ≃ Δz+ ≃ 11, and 0.8 < Δy+ < 48, in wall 682

units. Following the approach of Scotti (2006), the 683

roughness is modelled by an Immersed-Boundary 684

Method based on the Volume-Of-Fluid (VOF) ap- 685

proach. The roughness elements are randomly ori- 686

ented ellipsoids with semi-axes k, 1.4k, and 2k, re- 687

spectively, where k is 4% of the effective channel 688

half-height. The resulting equivalent sand-grain rough-689

ness is ks ≃ 1.6k. A total of 160 instantaneous 690

snapshots were collected, covering a time interval 691

equal to 22t∗. 692

Finally, the LES of open channel flow over a 2D 693

dune of height ℎ was carried out at Reb = 18, 900 694

(based on the local bulk velocity and thewater depth). 695
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Figure 3: (a) Dune geometry and simulation mesh. Every eighth point of the mesh is shown for better
visualization; (b) Dune bottom topology; the slope angle (in degrees) is shown in each region of the dune.
LS: Lee Side; RC: Re-Circulation zone; SS: Stoss Side; C: Crest.

Acomputational domain of length (streamwise)L =696

20ℎ, width (spanwise) W = 10ℎ, and water depth697

� = 4ℎ was discretized with 256 × 98 × 256 grid698

points in streamwise, wall-normal, and spanwise di-699

rections respectively. We use the geometry studied700

by Balachandar et al. (2007), Stoesser et al. (2008)701

and Omidyeganeh and Piomelli (2011), shown in702

Figure 3 together with the computational grid. A703

uniform grid was used in the streamwise and span-704

wise directions, while a hyperbolic-tangent distri-705

bution was used in the wall-normal direction. This706

resulted in grid sizes Δx+ < 25, Δz+ < 10 and707

0.1 < Δy+ < 8, in wall units. A large number (500)708

of instantaneous snapshots were collected, cover-709

ing a time interval equal to 33t∗dune. The large-eddy710

turn-over time for the dune was evaluated at the sec-711

tion of the dune corresponding to the average water712

depth, H∕ℎ = 3.5, as the ratio of average water713

depth to local friction velocity: t∗dune = H
u� (H=H)

≃714

60. Large-eddy simulations of this problem, using715

the same numerical model and grid, were validated716

by Omidyeganeh and Piomelli (2011). Due to the717

dune geometry, the flow shows different character-718

istics: slow reversed flow over the lee side (LS), a719

strong re-circulation zone (RC) between x∕ℎ = 2.5720

and x∕ℎ = 6, a re-attached boundary layer with in-721

creasing shear-stress over the upward slope, namely722

on the stoss side (SS), and finally a detached shear723

layer over the crest (C). Of course, such complex- 724

ity of the flow field is reflected on the transport of 725

sediment particles, with regions dominated by de- 726

position of sediment grains onto the bed (LS and 727

RC) and regions dominated by erosion (SS and C), 728

as shown by Marchioli et al. (2006). 729

In such a complex bottom topography, the slope 730

of the bed influences the transport rate also in terms 731

of the threshold for transport. A negative angle (back- 732

ward facing slope) decreases the critical shear-stress 733

as the force exerted by the fluid on the particles and 734

gravity act in the same direction, and vice-versa. 735

The critical shear-stress is, therefore, modified to 736

take into account the sloping bed as suggested by 737

Lau and Engel (1999): 738

�cr,�
�cr

= sin (� + �)
sin (�)

(19)

where � is the bed slope angle, and � = �∕6 is 739

the angle of repose of the bed, which represents the 740

maximum slope that the sediment can withstand be- 741

fore collapsing under the action of gravity only. The 742

variable �cr,� is the critical shear-stress for the slop- 743

ing bed, and �cr is the critical shear-stress for a hor- 744

izontal bed. 745

In the DNS, the bottom shear-stress can be cal- 746

culated directly from its definition, using finite dif- 747

ferences. Then �w, which varies in x, z and time, is 748
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normalized and used as input to the bed-load trans-749

portmodels (8)-(15) to obtainΦ [�(x, z, t)]. Tomimic750

the WRLES, in which only the scales of motion751

larger than some characteristic length-scale (the fil-752

ter width) are solved numerically, theDNS datawere753

filtered explicitly with a spatial filter of width typi-754

cal of wall-resolved calculations, i.e., 60 wall units755

in the streamwise direction, and 20 wall units in756

the spanwise direction. The velocity gradients (and757

hence the shear stress) were then calculated bymeans758

of finite differences and used to calculateΦ [�(x, z, t)]759

in all flow configurations.760

For the WMLES, which typically uses coarser761

grids than WRLES, a spatial filter (with filter width762

120 wall units) was applied to the streamwise veloc-763

ity at an interface point located at yIF∕� = 0.1 (typ-764

ical of the distance from the wall of the inner/outer765

layer interface [Balaras 2004; Kawai and Larsson766

2012]). The bottom shear-stress is then evaluated767

assuming that the velocity satisfies the logarithmic768

law:769

ũIF
u�

= 1
�
log

(yIFu�
�

)
+ B − ΔU+ (20)

Here, ũIF = ũIF(x, z, t) is the filtered velocity ex-770

trapolated at the inner-outer-layer interface, yIF, � =771

0.41 is the von Kármán constant, and B = 5 is772

the logarithmic-law constant. Knowing ũIF and yIF,773

a Newton-Raphson method is used to solve for u�774

from Eq. (20). The bottom shear-stress is then cal-775

culated as �w = �u2� ⋅ sign(�w). No filtering was776

performed in the y direction because it would al-777

ter the mean velocity at the interface, which would778

not satisfy the logarithmic law any longer. The re-779

sulting wall stress returned by (20) would then be780

incorrect. To avoid this error, which would be ar-781

tificially introduced by the filtering operation, and782

would not be present in an actual calculation, fil-783

tering was performed in the xz−plane only. The784

roughness function, ΔU+, quantifies the increased785

drag due to the roughness. This function is equal to786

zero for the smooth wall, while the value measured787

in the DNS (ΔU+ = 8.6) was used in the rough-wall788

case. The resulting value of �(x, z, t) was substi-789

tuted into the models to obtain again Φ [�(x, z, t)].790

The application of this method to channel flows is791

straightforward, as such method was designed for792

wall bounded flows with a well defined and stable793

equilibrium layer between production and dissipa-794

tion of turbulent kinetic energy, i.e. the logarithmic 795

layer. However, in the flow over two-dimensional 796

dune the equilibrium layer is disrupted by the de- 797

tached shear layer over the dune crest and by the 798

recirculation region, so that it is present only over 799

the stoss side, when the favorable pressure gradient 800

is weak (Spalart, 1986; Omidyeganeh and Piomelli, 801

2011). Therefore, the accuracy of the model in such 802

regions is bound to be compromised. 803

RANS velocity fields, and specifically the av- 804

erage bottom shear-stress, were obtained from the 805

DNS simulation by applying a spatial (in the xz- 806

plane) and temporal average. The time- and space- 807

averaged bed shear-stress ⟨�w⟩ was then fed to the 808

models (8)-(15), to yield a unique mean value of 809

Φ(⟨�⟩) (i.e., not dependent on position and time). 810

For the dune calculation, the WRLES fields were 811

treated as described above to yield WMLES and 812

RANSbed-load predictions. Note that this approach 813

separates the errors due to the modelling of the bed- 814

load transport models from those due to uncertain- 815

ties in the calculation of �w. In actual LES or RANS, 816

the prediction of �w would be affected by numerical 817

errors, and by the accuracy of the sub-filter scale or 818

turbulencemodel. Only numerical errors are present 819

in the DNS data, and those can be estimated by per- 820

forming a grid refinement. 821

Themain difference between the RANS approach 822

and the eddy-resolving techniques lies in the fact 823

that in RANS simulations the single value of ⟨�⟩ is 824

used, and the resulting Φ(⟨�⟩) is analogous to what 825

would be measured in an experiment. In the eddy- 826

resolving methods (DNS, WRLES and WMLES), 827

the models must be applied locally and instanta- 828

neously, to computeΦ [�(x, z, t)]. To make a mean- 829

ingful comparison with the experiments, its plane- 830

and time-averaged value, ⟨Φ(�)⟩ = ⟨Φ [�(x, z, t)]⟩ 831

must be used. The difference between Φ(⟨�⟩) and 832

⟨Φ(�)⟩ is then expected to be the cause of errors in 833

the bed-load transport models. 834

This is illustrated in Figure 4. Panels a-d show 835

contours of the local and instantaneous value of �(x, z) 836

obtained with the various techniques. We use, for 837

this example, ⟨�⟩ = 0.04 and �cr = 0.05; the lat- 838

ter is a commonly used threshold value, while the 839

former is chosen to illustrate the differences among 840

the solution methods when ⟨�⟩ is close to �cr. For 841

the RANS calculations (panel a), the Shields pa- 842

rameter is uniform, and equal to its average value, 843
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Figure 4: (a-d) Contours of the instantaneous Shields parameter �(x, z), for a case with ⟨�⟩ = 0.04. (a)
RANS; (b) DNS; (c) WRLES; (d) WMLES. The value �cr = 0.05 used in the model EF76 is shown as a
solid contour. (e-f) Contours of the bed-load transport model Φ [�(x, z)] given by (8) with (e) WRLES; (f)
WMLES.

�(x, z) = ⟨�⟩. The DNS (panel b) and WRLES844

(panel c) results show significant fluctuations of �w845

that result in regions where �(x, z) ≫ ⟨�⟩. In the846

WMLES case (panel d) the solution is considerably847

coarser-grained than in the DNS andWRLES cases,848

and the regions where �(x, z) ≫ ⟨�⟩ are less fre-849

quent and less intense.850

Consider now, as an example, the model by En-851

gelund and Fredsoe (1976), introduced in section852

2.3, as reference. Since �cr = 0.05 > ⟨�⟩, themodel853

predicts no sediment lift-up. However, the eddy-854

resolving methods have regions where �(x, z) >855

�cr (the red regions). In these regions, the model856

predicts particle transport. This phenomenon was857

also analyzed by Vowinckel et al. (2016), who per-858

formed Lagrangian Particle Tracking in a channel859

flow at sub-critical Shields parameter and observed860

local occurrences of particle bed-load transport re-861

lated to the local turbulent flow structures. The time862

scale of these events was of the order of the flow-863

through time and therefore not included in the mean864

flow characteristics. As a consequence of these lo-865

cal and short-lived events, the instantaneous trans-866

port model would yield localized regions of trans-867

port (Figures 4e and 4f), whichwould produce higher868

values of ⟨Φ(�)⟩. This would be significant in the 869

WRLES and DNS cases, less so in the WMLES, 870

since the coarse-graining of the solution attenuates 871

the fluctuations of the bottom shear-stress. All the 872

models introduced in Section 2.3 exhibit the same 873

behavior. This effect becomes more pronounced 874

when ⟨�⟩ is close to �cr. If ⟨�⟩ > �cr the fluctuating 875

transport-stage may go below the threshold while 876

the average is above it, so that regions of the flow 877

are excluded from the calculation of the sediment 878

transport rate. 879

The difference among DNS, WRLES and, to a 880

larger extent, WMLES is in the spatial and tempo- 881

ral scale of the fluctuations of �w. With the grid 882

used here for the WRLES, the solution in the vis- 883

cous region of the wall layer is very well resolved, 884

so that the difference between WRLES and DNS is 885

hardly visible with the level of contouring used in 886

figure 4. In WMLES, however, the grid is signifi- 887

cantly coarser (so that only larger structures are re- 888

solved) and the bottom shear-stress is calculated us- 889

ing information obtained from the logarithmic layer. 890

Therefore, the resulting �w will be smoother (i.e., 891

less fluctuating) than in DNS. It must be pointed 892

out that discriminating between the different types 893
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of near-wall flow structures is not necessarily rele-894

vant to the objective of this work. What matters is895

the ability of eddy-resolving methods to capture the896

effect of the turbulent structures on the wall shear-897

stress distribution. We do not aim at quantifying the898

discrepancy among bed-load transport predictions899

that result from the action of specific structures but,900

rather, we call the attention to the compatibility of901

bed-load transport models and eddy-resolving tech-902

niques.903

The presence of sediment grains on the chan-904

nel bed alters the geometry of the bed. Depending905

on their size and shape, the sediment particles can906

be described as roughness elements when d << �,907

or obstacles when d ≃ � (van Rijn, 1984c). Wall908

roughness changes the flow dynamics in the near909

wall region, resulting in an increase of drag and910

more isotropic turbulent eddies. The sediment-grain911

diameter determines the roughness height k (a com-912

mon value in sediment-laden flows is k = 2d) and913

different regimes can be identified based on the ratio914

of roughness height to the viscous length scale, �� :915

hydraulically smooth if k∕�� < 4, transitional if 4 <916

k∕�� < 80, and fully rough if k∕�� > 80 (Jiménez,917

2004). Since roughness increases the drag and al-918

ters the characteristics of the turbulence (in particu-919

lar, decreasing the anisotropy of the Reynolds stresses)920

it will also change the spatial and temporal distribu-921

tion of the Shields parameter, and hence ofΦ [�(x, z, t)].922

To estimate the extent of this effect, we examined923

the results of a plane channel flow simulation over924

a rough wall with relative roughness k = 0.04�925

(at the lower end of the fully rough regime). The926

same procedure as in the smooth case was used;927

the only difference is the fact that, the wall stress928

for the DNS was calculated by integrating the lo-929

cal and instantaneous VOF force. Since roughness930

may lead to flow separation behind the roughness931

elements, a pressure unbalance between the front932

and the rear of the elements is generated. The VOF933

force represents the total force exerted by the body934

on the fluid locally and includes both the pressure-935

induced form drag and the friction drag. For the936

WMLES the logarithmic law of the wall was modi-937

fied by adding the roughness function (ΔU+ = 8.6),938

as previously discussed. The WRLES, WMLES,939

and RANS approaches were mimicked using the940

methodology previously described.941

4. Results 942

We now compare the bed-load transport predic- 943

tions obtained with the different approaches (DNS, 944

WRLES,WMLES, andRANS) for smooth and rough 945

walls. The bottom shear-stress distribution depends 946

only on the approach and on the geometry. By vary- 947

ing the sediment characteristics, i.e. grain diameter 948

and density, we can then span the range of ⟨�⟩ cov- 949

ered by the experiments, which fall into the "grav- 950

itational settling" regime defined by Finn and Li 951

(2016), based on the scaling relations determined 952

by Balachandar (2009). In this regime, the parti- 953

cle dynamics is mainly affected by settling, and the 954

fraction of sediment carried as bed load, at a given 955

⟨�⟩, increases as d∗ increases. 956

4.1. Smooth channel 957

First, we consider the bed-load transport models 958

that are independent of d∗ (Engelund and Fredsoe, 959

1976; Parker, 1979; Cheng, 2002;Wong and Parker, 960

2006), which are compared in Figure 5. For values 961

of the Shields parameter well above the threshold 962

(⟨�⟩ > 0.1), the curves generally collapse, indepen- 963

dently of the computational approach. The model 964

by Wong and Parker (2006) is consistently low, but 965

all the other model predictions are within the scatter 966

of the data. For small values of the Shields param- 967

eter, on the other hand, the results depend signifi- 968

cantly on the computational approach used. These 969

trends can be explained by the fact that, for low ⟨�⟩, 970

the shear-stress distribution in DNS and WMLES 971

is characterized by regions where �(x, z, t) exceeds 972

the threshold even if the mean Shields parameter is 973

below the threshold, and vice-versa when �(x, z, t) 974

is slightly above it. For high ⟨�⟩, only the model 975

non-linearity causes a difference among the various 976

computational approaches, and this difference de- 977

creases as ⟨�⟩ increases. A similar behaviour was 978

observed by Mazzuoli et al. (2020) in oscillatory 979

flows, where the instantaneous bed-load transport 980

rate is dependent on the flow characteristics as well 981

as on the bottom shear-stress. 982

As expected, the RANS approach is in very good 983

agreement with the experimental data for values of 984

⟨�⟩ larger than the critical value: the model con- 985

stants are calibrated on average experimental data, 986

so feeding an average bottom shear-stress to each 987

model must, by construction, agree with the exper- 988

iment. If the RANS approach is used, none of the 989
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Figure 5: Comparison of the bed-load transport models independent of d∗. Piecewise power law; 90%
confidence range; WP06; EF76; P79; C02; the vertical dashed lines represent the critical
Shields parameter for each model (color-coded as indicated above). The inset figure is a zoom on the higher
transport-stage range: ⟨�⟩ ∈ [0.5 8].

models will predict any transport when ⟨�⟩ < �cr;990

experimentalmeasurements, however, show that some991

bed-load transport, albeit limited, actually takes place.992

An exception to this behaviour is themodel byCheng993

(2002), which is independent of a threshold Shields994

parameter, and, therefore, predicts accurately bed-995

load transport rates for ⟨�⟩ < 0.022.996

When the instantaneous bottom shear-stress cal-997

culated from the DNS or WRLES is used, on the998

other hand, themodels consistently overpredict ⟨Φ(�)⟩999

when ⟨�⟩ is close or below the critical value, as dis-1000

cussed earlier. When ⟨�⟩ is well above the critical1001

value, all the models predict accurately the bed-load1002

transport rate, with the exception of the model by1003

Wong and Parker (2006), which underestimates it1004

roughly by a factor of 3. A possible cause of this1005

discrepancy will be discussed later.1006

Overall, the model by Cheng (2002) is the one1007

that provides predictions that fall most often within1008

the confidence range. The model by Parker (1979)1009

has a lower threshold and is, therefore, more accu-1010

rate at lower values of the Shields parameter when1011

combined with a RANS approach. When the model1012

is combined with WMLES and WRLES, it predicts1013

larger bed-load transport at low ⟨�⟩. For small val- 1014

ues of the Shields parameter, in particular, WMLES 1015

provides more accurate results thanWRLES (which 1016

overestimates the bed load) and RANS (which pre- 1017

dicts no transport). 1018

All the models perform poorly for very small 1019

values of the Shields parameter (⟨�⟩ < 0.022). How- 1020

ever, in this range ⟨Φ(�)⟩ is very small, O(10−8), 1021

and these errors may have minor consequences. For 1022

0.022 < ⟨�⟩ < 0.055 the comparison must take ac- 1023

count of the large scatter in the available experimen- 1024

tal data, which highlights the difference between 1025

DNS, WRLES, WMLES, and RANS: all models 1026

show the same trend, with DNS and WRLES pre- 1027

dicting greater bed-load transport rate, WMLES be- 1028

ing closer to the experimental data, and RANS pre- 1029

dicting no bed-load transport. Above ⟨�⟩ = 0.055 1030

almost all curves fall well inside the confidence range, 1031

with the exception of the curve obtained using the 1032

model by Wong and Parker (2006). The reason for 1033

the poor performance of this model at large ⟨�⟩, is 1034

the fact that the relation forΦ (Equation 15) was cal- 1035

ibrated against the data by Meyer-Peter and Müller 1036

(1948), by including a suitable correction (yellow 1037
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Figure 6: Comparison of the bed-load transport models, estimated for d∗ = 20. Piecewise power law;

90% confidence range; FLvB76; vR84; N92; NG98. The vertical dashed lines represent
the critical Shields parameter for each model (color-coded as indicated above).

markers in Figure 2). These experimental data lie1038

exclusively in the range 0.055 < ⟨�⟩ < 0.2, and,1039

therefore, the model fails to predict the bed-load1040

transport outside of this range.1041

Next, we consider the transport models depen-1042

dent on d∗. This dependency affects the models1043

only in the definition of the threshold Shields pa-1044

rameter, �cr. Only two reference cases (d∗ = 201045

and 560) will be discussed. Figure 6 shows that, for1046

small particle size (d∗ = 20, 0.055 < ⟨�⟩ < 10), the1047

difference between the four approaches is minimal,1048

as expected given that ⟨�⟩ > �cr.1049

For large particle sizes (d∗ = 560, 0.02 < ⟨�⟩ <1050

0.055), on the other hand, differences between the1051

three approaches are apparent, as shown in Figure1052

7. For values of ⟨�⟩ below the critical value, the1053

RANS-based transport prediction is, of course,Φ(⟨�⟩) =1054

0; the DNS results show values of ⟨Φ(�)⟩ consid-1055

erably larger than the experimental measurements,1056

while both the WRLES and WMLES approaches1057

yield bed-load transport valueswithin the confidence1058

range of the experimental measurements.1059

An important result of our analysis is shown in1060

Figure 8, where the bed-load predictions obtained1061

using the work-based model by Lee et al. (2012) are1062

reported. A sediment grain size d = 15�� was as- 1063

sumed, therefore the velocity was extracted at y = 1064

7.5�� . These predictions are compared to those of 1065

the empirical models introduced in section 2.3. As 1066

expected, the model work-based behaves extremely 1067

well in the DNS case for a wide range of ⟨�⟩: the 1068

high spatial and temporal resolution is the numeri- 1069

cal setup the model was designed for. On the other 1070

hand, when the velocity field is filtered in space 1071

(WRLES and WMLES) the local description of the 1072

flow is not fine enough to capture the microscopic 1073

effect of the fluid force on the particles, resulting 1074

in fewer occurrences of bed-load transport events: 1075

the peaks of the fluid force are smoothed and the 1076

work done by the particles is not calculated as ac- 1077

curately. Themodel performance is significantly af- 1078

fected by the simulated space and time scales, as 1079

these determine the shear-stress distribution that is 1080

fed into the model. A straightforward application 1081

of the work-based model to filtered flow fields does 1082

not seem to grant an accurate prediction, and hints 1083

to the necessity of recovering the effect of the fil- 1084

tered scales (e.g. through suitable sub-grid scale 1085

closures for the fluid velocity fluctuations) in order 1086

to improve results. The transport rates predicted us- 1087
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Figure 7: Comparison of the bed-load transport models, estimated for d∗ = 560. Piecewise power law;

90% confidence range; FLvB76; vR84; N92; NG98; the vertical dashed lines represent
the critical Shields parameter for each model (color-coded as indicated above).

ing the RANS approach are also shown. In this case,1088

however, only the average fluid force can be used,1089

and therefore the condition on the work done by the1090

fluid force is omitted, neglecting the main physical1091

mechanism on which this model is based.1092

4.2. Rough channel1093

The complex geometry of the sandpaper rough-1094

ness disrupts the usual turbulence-generation cycle1095

(MacDonald et al., 2019). As a consequence, the1096

near-wall velocity fluctuations and the shear-stress1097

fluctuations are higher compared with the smooth-1098

wall case (the root-mean-square fluctuation of �w1099

is almost three times larger). It is thus reasonable1100

to expect a strong impact on the predicted bed-load1101

transport.1102

Figure 9 shows the predictions of the bed-load1103

transport models obtained using the data from the1104

rough wall simulations: the DNS and WRLES ap-1105

proaches yield values of the bed-load transport larger1106

than in the smooth case. This is due to the above-1107

mentioned wider range of fluctuations of the bed1108

shear-stress. The difference is clear for large values1109

of the Shields parameter, where DNS and WRLES1110

predict a bed-load transport roughly one order of1111

magnitude larger than WMLES and RANS. Both 1112

the non-linearity of the models and the larger fluc- 1113

tuations of the rough wall flow field contribute to 1114

increase the differences among the various models. 1115

It must be noticed that the WMLES results do not 1116

vary significantly between the smooth case and the 1117

rough case. This happens because the near-wall re- 1118

gion is not resolved in the WMLES approach: the 1119

bottom shear-stress is evaluated from the velocity 1120

extracted from the outer layer, which is unaffected 1121

by the presence of the roughness (MacDonald et al., 1122

2019). The same qualitative behaviour is observed 1123

for the models dependent on the non-dimensional 1124

diameter d∗. 1125

4.3. Short-time averaging 1126

The results discussed in the previous sections 1127

indicate that the discrepancies observed in the wall- 1128

resolved calculations are due to the spatial and tem- 1129

poral variation of �w. Therefore, removing the fluc- 1130

tuations associated with these variations should im- 1131

prove the model accuracy (Guan et al., 2021). To 1132

further verify this assertion, we performed a short- 1133

time averaging of the local bottom shear-stress. This 1134

is done here as follows: 1135
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Figure 8: Comparison of WP06, EF76, P79, C02, and L12; the vertical dashed
lines represent the critical Shields parameter for each model (color-coded as indicated above); Piecewise

power law; 90% confidence range.

• first we calculate the moving average of the1136

bottom shear-stress over a short timewindow,1137

ΔT :1138

�w ∣ΔT (x, z, t) = ∫
t+ΔT

t
�w(x, z, t̃)dt̃ (21)

• the local averaged Shields parameter is calcu-1139

lated: � ∣ΔT (x, z, t) = ∣�w∣ΔT (x,z,t)∣
(s−1)�gd1140

• the bed-load transport rate is calculated from1141

equations (8)-(15), Φ(� ∣ΔT ).1142

The averaging should be performed over an in-1143

terval long enough to decrease �w,rms but short enough1144

to account for macroscopic changes of the flow dy-1145

namics (due to the presence of coherent structures,1146

for instance). One would expect this interval to be1147

proportional to the large-eddy turnover time (�∕u� ).1148

An “optimal” time-averaging window ΔTopt can be1149

chosen by requiring the model prediction to match1150

the piecewise power-law given by Eq. (17). This1151

time window, however, depends both on the value1152

of ⟨�⟩ and on the specific model considered, being1153

longer for strongly nonlinear models such as those1154

by Parker (1979) and Cheng (2002). However, it1155

would be impractical to change the averaging win- 1156

dow depending on the value of ⟨�⟩, so we chose a 1157

priori three averaging windows (ΔT =1.5, 5, 10 1158

�∕u� ) and we compared the WRLES results to the 1159

experiments. Note that, since the filter-width used 1160

to obtain the WRLES quantities is very small, sim- 1161

ilar results would be obtained if the local velocity 1162

and wall stress were filtered in time only. 1163

Figure 10 shows the time- and space-averaged 1164

bed-load transport,
⟨
Φ
(
� ∣ΔT

)⟩
predicted by each 1165

model, for varying averaging windows. The figure 1166

focuses on the range of Shields parameter close to 1167

the critical value, where the differences among the 1168

three averaging windows are most significant. All 1169

models show that a window ΔT = 1.5�∕u� is suf- 1170

ficient to lower the bed-load transport prediction so 1171

that it falls inside the confidence range. The purpose 1172

of the short-time averaging is to remove the small- 1173

scale fluctuations that cause the incorrect predic- 1174

tions of the RANS-based models. At the same time, 1175

it would be desirable to allow the model to respond 1176

to larger-scale unsteadiness (due, for instance, to 1177

the boundary conditions). From this perspective, 1178

the lowest value of ΔT for which the results be- 1179

come insensitive to the window size can be consid- 1180
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Figure 9: Rough channel case. Comparison of the bed-load transport models independent of d∗.

Piecewise power law; 90% confidence range; WP06; EF76; P79; C02; the vertical
dashed lines represent the critical Shields parameter for each model (color-coded as indicated above). The
inset figure is a zoom on the higher Shields parameter range: ⟨�⟩ ∈ [0.5 8].

Figure 10: Comparison of the bed-load transport models with different size averaging windows. Piecewise

power law; 90% confidence range; WP06; EF76; P79; C02 FLvB76; vR84;
N92; NG98; the vertical dashed lines represent the critical Shields parameter for each model (color-

coded as indicated above). (a) No averaging; � averaged over (b) ΔT = 1.5�∕u� ; (c) ΔT = 5�∕u� ; (d)
ΔT = 10�∕u� .
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ered optimal. For the cases examined in Fig. 10,1181

ΔT = 1.5�∕u� appears to be the best choice.1182

Figure 10 shows that time-averaging improves1183

the performance of the bed-load transport models1184

for values of the Shields parameter lower than the1185

critical value. For values well above the thresh-1186

old, the averaging does not yield a considerable im-1187

provement of the transport rate prediction since � ∣ΔT1188

(x, z, t) is always larger than the critical value. The1189

same analysis performed on the bed-load transport1190

models when DNS was used, shows that the ΔTopt1191

is up to two times larger than for WRLES. Much1192

longer averaging intervals are probably needed in1193

rough-wall cases to smooth out the much larger bot-1194

tom shear-stress fluctuations.1195

4.4. Two-dimensional dune1196

In this section we analyze the performance of1197

the transport models in the two-dimensional dune1198

described in section 3.2. This geometry represents a1199

simplified version of an alluvial dune and therefore1200

values of d∗ typical of alluvial streams were chosen.1201

The size of river sand ranges from 60 µm to 2mm1202

and has a typical density of �s = 2650 kgm−3. As-1203

suming � = 1000 kgm−3, and � = 1 × 10−6m2 s−11204

yields d∗ = 1.5−50. The sediment-to-fluid-density1205

ratio and grain diameter were chosen to obtain an1206

average Shields parameter ⟨�⟩ ∼ (0.1), for which1207

the influence of the flow-solving methodology is1208

more evident. Note that for this case no experi-1209

mental reference data are available; thus, we high-1210

light the regions where significant differences occur1211

among the numerical techniques (WRLES, WM-1212

LES and RANS solutions), in order to identify the1213

flow phenomena that require attention.1214

Figure 11 shows the streamwise distribution of1215

the time- and spanwise-averaged Shields parameter,1216

⟨�⟩zt (x). After applying a time average over the en-1217

tire simulationwindow, the bottom shear-stress esti-1218

mated using WRLES, Time-averaged WRLES, and1219

RANS is the same, albeit characterized by different1220

local and instantaneous distributions. The Shields1221

parameter distribution in the WMLES case, on the1222

other hand, is noticeably different due to the inabil-1223

ity of the wall-model to capture the non-equilibrium1224

behaviour of the flow, especially in the recirculation1225

regions and near reattachment (amild, pressure-gradient-1226

driven separation would also be problematic). The1227

shear stress (and hence the Shields parameter) varies1228
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Figure 11: Streamwise distribution of the time and
spanwise averaged Shields parameter, ⟨�⟩zt (x), over
the two-dimensional dune, multiplied by the sign of
⟨�w⟩zt (x) for better understanding of the flow regions.

WRLES, Time-averaged WRLES, and RANS;
WMLES. LS: Lee Side; RC: Re-Circulation zone;

SS: Stoss Side; C: Crest.

significantly in the streamwise direction: the Shields 1229

parameter is lowest on the lee side, where the flow 1230

velocity is directed upwards due to the recirculation 1231

and the bed-load transport rate is the lowest due to 1232

the prevailing downward flux of sediments due to 1233

gravity. Only on the stoss side, after re-attachment 1234

of the boundary layer, the shear stress increases to 1235

reach a maximum at the crest. Erosion prevails on 1236

deposition in this region: sediment is eroded from 1237

the stoss side of the dune, transported by the turbu- 1238

lent flow and then eventually deposited on the lee 1239

side (Marchioli et al., 2006). 1240

Figure 12 shows the bed-load transport rate pre- 1241

dicted by eachmodel usingWRLES, Time-averaged 1242

WRLES,WMLES, andRANS. For the Time-averaged1243

WRLES, the bottom shear-stress calculated from 1244

the WRLES was then averaged in time on a mov- 1245

ing window of 1.5�∕u� . Despite the differences in 1246

magnitude, all the bed-load transport models be- 1247

have qualitatively in a similar manner, except for 1248

the WMLES case, for which the estimated value 1249

of ⟨Φ(�)⟩zt is significantly smaller. This reflects 1250

the inaccuracy of the wall model in the recirculat- 1251

ing region, as explained in section 3.2. Note also 1252

that the RANS prediction is calculated by taking 1253

the time-average of the wall stress obtained from 1254

the WRLES. Thus, it is not affected by modelling 1255

errors. In an actual calculation, one would expect 1256

decreased accuracy in the non-equilibrium regions 1257

(e.g., reattachment, separation, or acceleration), and 1258

significant qualitative and quantitative differences 1259
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Figure 12: Comparison of the bed-load transport models at d∗ = 10. WP06; EF76; P79;
C02 FLvB76; vR84; N92; NG98. (a) WRLES; (b) Time-averaged WRLES over 1.5�∕u� ;
(c) WMLES; (d) RANS. LS: Lee Side; RC: Re-Circulation zone; SS: Stoss Side; C: Crest.

between the RANS solution and the other meth-1260

ods. Short-time averaging decreases the level of the1261

bottom shear-stress fluctuations, as observed in the1262

plane channel. Thus, the WRLES produces results1263

similar to the RANS simulation. We performed the1264

same analysis also for the smaller and larger par-1265

ticles characterized by d∗ = 1 and 50 (results not1266

shown), and similar trends were obtained.1267

5. Conclusions1268

In this work we have examined how the space1269

and time resolution used to compute the bottom shear-1270

stress distribution affects the accuracy with which1271

commonly-used bed-load transport models can pre-1272

dict the sediment transport rate in Euler-Euler simu-1273

lations. To this aim, we have analyzed a priori three1274

datasets fromDNS of channel flowwith smooth and1275

rough walls, and from LES of the flow over a 2D1276

dune.1277

We have shown that the high spatial and tempo-1278

ral resolution of the eddy-resolving Navier-Stokes1279

solvers is incompatible with the RANS-based bed-1280

load transport models for small values of the Shields1281

parameter, ⟨�⟩. When ⟨�⟩ is below the critical value1282

for incipient motion, the RANS approach predicts1283

no bed-load transport, contrary to what experiments 1284

show; whereas the DNS and WRLES approaches 1285

overestimate the bed-load transport rate, and theWM-1286

LES approach yields the most accurate predictions. 1287

The discrepancies we observe, are limited to the 1288

range of the Shields parameter in which sediment 1289

transport is governed by bed-load transport (Chiodi 1290

et al., 2014). Within this range, therefore, an ac- 1291

curate evaluation of the bed-load transport is cru- 1292

cial for a correct prediction of bedforms formation 1293

and evolution. The bed-load predictions of the local 1294

model by Lee et al. (2012) show a qualitatively sim- 1295

ilar behaviour. However, the model is very accurate 1296

in the DNS case which provides the spatial and tem- 1297

poral resolution that the model was designed for. 1298

The presence of roughness changes the near- 1299

wall flow characteristics, increasing the spatial and 1300

temporal variability of the flow field. The bed-load 1301

transport rate predicted in the rough-wall simulation 1302

follows the same trends, but shows greater discrep- 1303

ancies among DNS, WRLES, WMLES, and RANS 1304

for a wide range of ⟨�⟩, compared to the smooth- 1305

wall flow. 1306

Short-time averaging of the local and instanta- 1307

neous bottom shear-stress results in a decrease of 1308
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its fluctuations, and, in turn, in a reduction of the1309

occurrences in which it exceeds the critical Shields1310

parameter. Short-time averaging on awindow of the1311

order the large-eddy turnover time, is found to im-1312

prove the agreement of the bed-load transport rate1313

predictions of DNS andWRLES in the smooth case.1314

The rough channel flow case showsmuch larger near-1315

wall velocity fluctuations and, therefore, requires a1316

wider averaging window.1317

The flow over a two-dimensional dune was also1318

simulated to investigate the effect of a change in the1319

bed slope on the sediment transport rate. The bot-1320

tom shear-stress is higher in the reattachment region1321

and lower in the recirculation region, where the bed-1322

load transport rate is strongly affected by the flow1323

resolution (especially in WMLES and RANS). Al-1324

though comparison with experimental data is still1325

not possible, we found that short-time averaging leads1326

to a prediction of the bed-load transport in WR-1327

LES that is closer to that predicted in RANS simula-1328

tions. Errors in the calculation of the bottom shear-1329

stress, however, affect the bed-load transport pre-1330

diction significantly. Such errors would be present1331

in WMLES that use the equilibrium-stress assump-1332

tion, and perhaps in RANS solutions when the tur-1333

bulence model encounters non-equilibrium regions.1334

Until now, most eddy-resolving calculations of1335

sediment transport at Reynolds numbers represen-1336

tative of geophysical applications have been per-1337

formed usingWMLES and Eulerian sediment trans-1338

port models. WMLES, for attached flows, exhibits1339

a behaviour very similar to that of RANS solutions,1340

and errors in the bed-load transport rates would be1341

mainly due to the particular model chosen. If wall-1342

resolved calculations were carried out, however, the1343

wall-stress fluctuations could result in significant1344

errors when the Shields parameter is close to its1345

critical value. Only recently DNS-based calcula-1346

tions of bed-load transport that resolve the parti-1347

cles have become computationally feasible. The1348

computational cost associated with the resolution1349

required to represent the particle, however, limits1350

this technique to fairly simple flow configurations1351

at low Reynolds numbers (Vowinckel et al., 2019a),1352

and cannot be extended, at present, to the range of1353

flow parameters typically studied inWMLES calcu-1354

lations (Chou and Fringer, 2008; Khosronejad et al.,1355

2011; Liu et al., 2019).1356

As the available computer power increases and1357

eddy-resolving calculations become more popular, 1358

one should expect a transition fromWMLES toWR- 1359

LES. Our analysis shows that models dependent on 1360

the local and instantaneous flow field, such as the 1361

one designed by Lee et al. (2012) provide a suitably- 1362

accurate description of the bed-load transport when 1363

coupledwith eddy-resolving techniques. Ancey (2020b)1364

elegantly summarized the current situation on bed- 1365

load transport knowledge, strengths and limitations. 1366

One of the questions raised by this authorwaswhether1367

bed-load transport is driven by flowfluctuations; the 1368

analysis performed in this work suggests that, from 1369

a numerical perspective, the level of detail of the 1370

bed-load transport must be suitably tuned in order 1371

to improve model predictions and lead to better ac- 1372

cordance with experimental measurements. 1373
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