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We present FLOW36, a GPU-ready solver for interface-resolved simulations of multiphase turbulence. The 
simulation framework relies on the coupling of direct numerical simulation of turbulence, used to describe the 
flow field, with a phase-field method, used to describe the shape and deformation of a deformable interface and 
the presence of surfactants. An additional transport equation for a passive scalar can be solved to describe heat 
transfer in multiphase turbulence. The governing equations are solved in a cuboid domain bounded by two walls 
along the wall-normal direction where no-slip, free-slip or fixed/moving wall boundary conditions can be applied, 
while periodicity is applied along the streamwise and spanwise directions. The numerical method relies on a 
pseudo-spectral approach where Fourier series (periodic directions) and Chebyshev polynomials (wall-normal 
direction) are used to discretize the governing equations in space. Equations are advanced in time using an 
implicit-explicit scheme. From a computational perspective, FLOW36 relies on a multilevel parallelism. The first 
level of parallelism relies on the message-passing interface (MPI). A second level of parallelism uses OpenACC 
directives and cuFFT libraries; this second level is used to accelerate the code execution when heterogeneous 
computing infrastructures are targeted. In this work, we present the numerical method and we discuss the main 
implementation strategies, with particular reference to the MPI and OpenACC directives and code portability, 
performance and maintenance strategies. FLOW36 is released open source under the GPLv3 license.
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Program Title: FLOW36

CPC Library link to program files: https://doi.org/10.17632/ygcn7dsb9k.1

Developer’s repository link: https://github.com/MultiphaseFlowLab/FLOW36

Licensing provisions: GPLv3 License

Programming language: Modern Fortran

Nature of problem: Solving the three-dimensional incompressible Navier–Stokes equations in a Cartesian domain 
configured for open and closed channel flows. A phase-field method is used to describe the shape and topological 
changes of deformable interfaces. Additional equations are included to account for the presence of surfactants, 
heat transfer problems and for the transport of point-wise Lagrangian particles.

Solution method: The system of governing equations is advanced in time using an implicit-explicit strategy while 
the governing equations are discretized in space using a pseudo-spectral approach: Fourier series are employed 
along the homogeneous directions while Chebyshev polynomial along the wall-normal direction. A first order 
explicit Euler method is used to advance the equations for the Lagrangian particles motion. A two-dimensional 
pencil distributed MPI parallelization is implemented and OpenACC directives are used to execute the code on 
GPUs.
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1. Introduction

Turbulent multiphase flows are ubiquitous in nature and our ev-

eryday life. These flow instances play a key-role in many different 
applications, from geophysical phenomena [1,2] to environmental and 
industrial processes [3–5]. With respect to single-phase turbulence, the 
description and modeling of multiphase turbulence is more challenging: 
these flows require the description of an ever-moving and deforming in-

terface, its topological changes, and the underlying turbulent flow [6–9]. 
Simulations are of vital importance to obtain a better understanding 
of the physics of multiphase turbulence and are becoming increasingly 
popular in recent years: numerical investigations give access to detailed 
space- and time-resolved data on the flow field and on the morphology 
of the two phases as well as other quantities of interest.

Obtaining an accurate description of the dynamics of a turbulent 
multiphase flow on a discretized temporal and spatial grid is however 
a challenging task because of the large scale separation that character-

izes these flows: scales range from the largest flow scale (of the order 
of the domain size), down to the Kolmogorov scale of turbulence and 
further down to the molecular scale of the interface. This has direct 
implications on the description of multiphase turbulence as the spatio-

temporal resolution one can reasonably afford is limited by computing 
capabilities [10]. Specifically, as done in the past for single-phase turbu-

lence [11–13], it would be desirable to perform simulations in which all 
scales are directly resolved, without any model. However, this approach 
cannot be applied to multiphase flows: the scale separation between the 
largest flow scale and the smallest interfacial scale is about eight to nine 
orders of magnitude, while the most recent high-performance comput-

ing (HPC) infrastructures can handle a maximum scale separation of 
about three to four orders of magnitude.

FLOW36 performs direct numerical simulations (DNS) of the Navier-

Stokes equations, used to describe the flow field, coupled with a phase-

field method (PFM), used to describe interfacial phenomena and surfac-

tant concentration. Additional equations can be solved to describe the 
dynamic of a passive scalar and the motion of point-wise Lagrangian 
particles. The governing equations are solved using a pseudo-spectral 
method based on transforming the field variables into wave-number 
space via a combination of Fourier series (in the periodic streamwise 
and spanwise directions) and Chebyshev polynomials (in the inhomoge-

neous wall normal direction). The governing equations are advanced in 
time using an implicit-explicit scheme. The employed numerical method 
allows us to obtain – for each 𝑥, 𝑦 location – a series of 1D Helmholtz 
problems along the wall-normal direction is obtained; the solution of 
these 1D problems can be readily parallelized using domain decompo-

sition.

In computational fluid dynamics, a large amount of computing re-

sources are usually required to solve complex flow problems, especially 
when direct numerical simulations of multiphase turbulence are in-

volved. For this reason, FLOW36 targets Tier-0 GPU-accelerated high-

performance computing infrastructures, i.e. heterogeneous computing 
architectures. The code relies on a multilevel approach (MPI + X) to ex-

ploit both CPU- and GPU-based computing facilities. The first level of 
parallelism relies on MPI and FFTW libraries [14] and it is employed 
when the code is executed on CPU-only computing infrastructures. A 
second level of parallelism employs OpenACC directives and cuFFT li-
braries [15] and is used to accelerate the code execution when GPU-

based infrastructures are targeted. With the idea of having a single code 
that can be executed on different architectures, we choose here to fol-

low the directive-based approach offered by OpenACC [16]. Among 
the available approaches, it has the following advantages: i) a single 
code has to be maintained: OpenACC directives are ignored when GPU 
support is not enabled; ii) in the framework of the Nvidia HPC Soft-

ware Development Kit (HPC-SDK) it allows for the use of the managed 
memory feature, which greatly simplifies the management of the data 
transfers between CPU and GPU memories; iii) additional features, like 
the solution of new governing equations, can be easily implemented 

as the development time required to port new code sections to GPU 
architectures is largely reduced (with respect to the other available ap-

proaches). Clearly, the selected approach has also some drawbacks: i) 
a smaller number of tools is available to optimize and fine-tune the ap-

plication; ii) as the managed memory feature relies on the page fault 
mechanism, the available bandwidth for host-to-device (and device-to-

host) transfers is slightly smaller with respect to the case when memory 
transfers are explicitly defined and pinned memory buffers are used.

From a programming perspective, FLOW36 has been developed with 
code modularity in mind so that it can be efficiently used to study 
problems with very different physics. For this reason, conditional com-

pilation directives and compilation flags are used to enable/disable the 
modules required. This ensures the most efficient implementation and 
avoids possible issues with undefined parameters and/or subroutines. 
Indeed, the compiler will preprocess the source-code and will skip the 
compilation of the code sections not required by the user. A similar 
strategy is also used to select the most appropriate FFT library (FFTW 
or cuFFT) depending on whether CPU-only or GPU-accelerated comput-

ing infrastructures are used.

The paper is organized as follows. In Section 2, the governing equa-

tions are presented; in Section 3 the numerical method is detailed. Then, 
in Section 4, the parallelization strategy is presented and strong scaling 
results are reported. In Section 5, benchmark flows are used to demon-

strate the accuracy of the approach and discretization used. Finally, we 
draw our conclusions in Section 6.

2. Governing equations

To describe the dynamics of the system, direct numerical simula-

tions (DNS) of the Navier-Stokes equations, used to describe the flow 
field, are coupled with a phase-field method (PFM), used to describe 
interfacial phenomena. The PFM is based on the Cahn-Hilliard (CH) 
equation, which describes the interface position and ensures conserva-

tion of the phase-field variable through a thermodynamically-consistent 
formulation. If surfactants are present, a second CH-like equation can be 
employed to describe their concentration. The CH model is well suited 
to the pseudo-spectral discretization thanks to the smooth transition be-

tween the two bulk values attained by the phase-field variable. The PFM 
offers similar advantages to level-set methods: the interface normals and 
curvature can be accurately computed without resorting to more sophis-

ticated algorithms, resulting in a more accurate calculation of surface 
tension and overall a lower magnitude of spurious currents [17,18]. 
In addition, with the formulation presented here, the conservation of 
each phase is greatly improved, becoming comparable to volume of fluid 
methods. The Eulerian formulation of the PFM allows to implicitly ac-

count for interface breakage and coalescence, a feature that requires 
instead advanced interface breaking and merging algorithms in front-

tracking methods. An additional transport equation is used to describe 
the advection and diffusion of a passive scalar and a Lagrangian tracker 
is used to simulate point-wise particles. In the following, a brief descrip-

tion of each governing equation is provided; all equations are provided 
in dimensionless form, in the same formulation they are implemented 
in FLOW36.

2.1. Navier-Stokes equations

To describe the flow field of the multiphase system, a one-fluid ap-

proach is employed and a single set of Navier-Stokes equations is solved 
in the entire computational domain [7,9]. We consider two incompress-

ible and Newtonian phases that can have different densities and viscosi-

ties. With these assumptions, the Navier-Stokes equations read as:

∇ ⋅ 𝐮 = 0 , (1)

𝜌(𝜙)
(
𝜕𝐮
𝜕𝑡 

+ 𝐮 ⋅∇𝐮
)
= −∇𝑝+ 1 

𝑅𝑒𝜏
∇ ⋅

[
𝜇(𝜙)(∇𝐮+∇𝐮𝑇 )

]
+

𝜌𝐠 
𝐹𝑟2

+ 𝐟𝜎 , 

(2)
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where 𝐮 = (𝑢, 𝑣,𝑤) is the velocity vector, 𝜌(𝜙) and 𝜇(𝜙) are the local 
density and viscosity, 𝑝 is the pressure field, 𝐠 is the gravity vector, 𝐟𝜎
represents the surface tension forces.

The non-dimensional local values of density and viscosity in the do-

main as a function of the phase-field are defined as follows [19–22]:

𝜌(𝜙) = 1 + (𝜌𝑟 − 1)𝜙+ 1
2 

, with 𝜌𝑟 =
𝜌2
𝜌1

, (3)

𝜇(𝜙) = 1 + (𝜂𝑟 − 1)𝜙+ 1
2 

, with 𝜇𝑟 =
𝜇2
𝜇1

, (4)

where 𝜌1 and 𝜌2 (𝜂1 and 𝜂2) are the densities (viscosities) of the carrier 
(phase 1) and dispersed (phase 2) phases, respectively. When matched 
properties are considered or a single-phase flow is examined, density 
and viscosity are uniform and unitary everywhere, i.e. 𝜌(𝜙) = 1 and 
𝜇(𝜙) = 1.

The surface tension forces are here computed using a continuum-

surface stress approach as follows [23,24]:

𝐟𝜎 =
3𝐶ℎ √
8𝑊 𝑒

∇ ⋅ [𝑓𝜎(𝜓)𝜏𝑐 ] , (5)

where 𝐶ℎ is a parameter that determines the characteristic width of 
the thin interfacial layer between the two phases; 𝜏𝑐 = |∇𝜙|2𝐈 − ∇𝜙⊗

∇𝜙 is the Korteweg tensor used to model surface tension forces [25] 
and 𝑓𝜎(𝜓) is the equation of state that describes the surface tension 
reduction induced by the local surfactant concentration. This expression 
accounts for both the normal and tangential (Marangoni) components 
of the interfacial forces. When surfactant is not considered 𝑓𝜎 (𝜓) ≡ 1
and the typical expression for clean interfaces is retrieved [26–28].

The friction Reynolds number, 𝑅𝑒𝜏 , represents the ratio between the 
inertial and viscous forces (computed using the phase 1 properties as a 
reference) and is defined as:

𝑅𝑒𝜏 =
𝜌1𝑢𝜏ℎ

𝜇1
, (6)

where 𝑢𝜏 =
√

𝜏𝑤∕𝜌1 is the friction velocity and ℎ the half-height of the 
channel. The Froude number is defined as:

𝐹𝑟 =
𝑢𝜏√|𝐠|ℎ , (7)

where |𝐠| is the magnitude of the gravitational acceleration. Finally, the 
Weber number, 𝑊 𝑒, represents the ratio between inertial and surface 
tension forces and is defined as:

𝑊 𝑒 =
𝜌1𝑢

2
𝜏
ℎ

𝜎0
, (8)

where 𝜎0 is the surface tension of a clean (surfactant-free) interface.

2.2. Phase-field method

The phase-field method formulation here employed relies on two 
scalar order parameters to describe the shape of a deformable interface 
and of the surfactant concentration [26,29–31]. A first order parameter, 
the phase field, 𝜙, describes the shape and position of the interface. A 
second order parameter, 𝜓 , is used to track the concentration of surfac-

tant. The phase field variable is uniform in the bulk of the two phases 
(𝜙 = ±1) and undergoes a smooth transition following a hyperbolic 
tangent profile throughout the thin transition layer; the equilibrium con-

centration of surfactant is instead uniform in the bulk of the two phases 
and reaches its maximum value at the interface.

The time evolution of the two order parameters is described by two 
Cahn-Hilliard-like equations:

𝜕𝜙

𝜕𝑡 
+ 𝐮 ⋅∇𝜙 = 1 

𝑃𝑒𝜙
∇2𝜇𝜙 , (9)

𝜕𝜓

𝜕𝑡 
+ 𝐮 ⋅∇𝜓 = 1 

𝑃𝑒𝜓
∇ ⋅

[
𝜓(1 −𝜓)∇𝜇𝜓

]
, (10)

where 𝑃𝑒𝜙 and 𝑃𝑒𝜓 are the phase field and the surfactant Péclet num-

bers and 𝜇𝜙 and 𝜇𝜓 are the corresponding chemical potentials. The two 
Péclet numbers are defined as follows:

𝑃𝑒𝜙 =
𝑢𝜏ℎ 
𝜙𝛽

; 𝑃𝑒𝜓 =
𝑢𝜏ℎ𝛼 
𝜓𝛽

2 , (11)

where 𝜙 and 𝜓 are the phase field and the surfactant mobilities, 
while 𝛼 and 𝛽 are positive constants used in the dimensionless proce-

dure. From a physical point of view, the two Péclet numbers represent 
the ratio between the diffusive time scale, ℎ2∕(𝜙𝛽) and ℎ2𝛼∕(𝜓𝛽

2), 
and the convective time scale, ℎ∕𝑢𝜏 .

The chemical potentials 𝜇𝜙 and 𝜇𝜓 are defined as the functional 
derivative of a two-order-parameter Ginzburg-Landau free-energy func-

tional  , which accounts for the interfacial motion and for the surfactant 
dynamics [29,32,26,27]. The expressions of the chemical potentials are:

𝜇𝜙 = 𝛿
𝛿𝜙 

= 𝜙3 −𝜙−𝐶ℎ2∇2𝜙 , (12)

𝜇𝜓 = 𝛿
𝛿𝜓 

= 𝑃 𝑖 log
(

𝜓

1 −𝜓

)
− (1 − 𝜙2)2

2 
+ 𝜙2

2𝐸𝑥

, (13)

where 𝑃 𝑖 and 𝐸𝑥 are dimensionless parameter that control the surfac-

tant dynamics and which are defined as:

𝑃 𝑖 = 𝜅𝑇𝛼

𝛽2
; 𝐸𝑥 =

𝛽

𝑤
, (14)

where 𝑇 is the absolute temperature, while 𝛼, 𝛽, 𝜅 and 𝑤 are parameters 
of the free energy functional. Please refer to Soligo et al. (2019) [26] for 
further details on the phase-field methodology.

2.3. Transport equation for a passive scalar

To describe the advection and diffusion of a passive scalar such as in 
heat transfer problems, an additional transport equation can be solved. 
Considering a generic scalar quantity, 𝜃, the corresponding transport 
equation reads as follows:

𝜕𝜃

𝜕𝑡 
+ 𝐮 ⋅∇𝜃 = 1 

𝑃𝑒𝜃
∇2𝜃 (15)

where 𝜃 represents the scalar field (e.g. temperature).

The dimensionless number that appears in the transport equation is 
the Péclet number of the passive scalar:

𝑃𝑒𝜃 =
𝑢𝜏ℎ

𝛼
=

𝑢𝜏ℎ

𝜈1

𝜈1
𝛼

=𝑅𝑒𝜏𝑃 𝑟 , (16)

where 𝛼 is the diffusivity of the scalar quantity and 𝜈1 = 𝜇1∕𝜌1. The Pé-

clet number represents the ratio between convective and diffusive time 
scales. This dimensionless number can be also rewritten as the product 
between the shear Reynolds number and the Prandtl number: 𝑃𝑟 = 𝜈1∕𝛼.

2.4. Lagrangian particle tracking

A Lagrangian particle tracker is implemented in the code FLOW36 
for spherical, sub-Kolmogorov-sized particles. Within the point-particle 
approximation, the equations of motion of the particles read as:

𝜕𝐱𝑝
𝜕𝑡 

= 𝐮𝑝 , (17)

𝜕𝐮𝑝
𝜕𝑡 

=
𝐮𝑓,𝑝 − 𝐮𝑝

𝑆𝑡 
𝐶𝑑 +

1 
𝑅𝑒𝜏𝐹 𝑟2

(
𝜌𝑝

𝜌1
− 1

)
𝐠 . (18)

The subscript 𝑝 denotes particle quantities (e.g., 𝐱𝑝 the particle posi-

tion, or 𝐮𝑝 the particle velocity), whereas the subscript 𝑓, 𝑝 denotes fluid 
quantities at the particle position (e.g., 𝐮𝑓,𝑝 denotes the fluid velocity at 
the particle position). Fourth-order Lagrangian interpolation is adopted 
to interpolate quantities defined on the Eulerian grid onto the particle 
position. The Stokes number, 𝑆𝑡 = 𝜏𝑝∕𝜏𝑓 , is defined as the ratio between 
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Fig. 1. Sketch of the cuboid domain employed in FLOW36. The two boundaries are located at 𝑧= ±ℎ, while arbitrary dimensions can be defined along the homo-

geneous periodic directions 𝑥 and 𝑦. Collocation points for all variables are equally spaced along the homogeneous directions while they are stretched along the 
wall-normal direction, coarser at the channel center and finer near the two walls (Chebyshev-Gauss-Lobatto quadrature points).

the particle relaxation time, 𝜏𝑝 = 𝜌𝑝𝑑
2
𝑝
∕18𝜇1, and the fluid characteristic 

time, 𝜏𝑓 = ℎ∕𝑢𝜏 .

The drag correction 𝐶𝑑 is defined as:

𝐶𝑑 =

{
1, Stokes Drag

1 + 0.15𝑅𝑒0.687
𝑝

, Schiller-Naumann correction [33] 
(19)

where 𝑅𝑒𝑝 = 𝜌1||𝐮𝑓,𝑝 −𝐮𝑝||𝑑𝑝∕𝜇1 is the particle Reynolds number (𝑑𝑝 is 
the particle diameter). The latter term of equation (18) accounts for the 
balance of gravity and buoyancy on the particle; 𝐹𝑟 is the Froude num-

ber (equation (7)) and 𝐠 is the unit-vector gravity acceleration (being |𝐠| its magnitude).

In the present form, particles and fluid are one-way coupled: the fluid 
velocity affects the motion of the particles, however, there is no back-

reaction on the fluid due to the presence of the particles and particle-

particle interactions are not considered either. These assumptions hold 
true in the dilute regime, where particles back-reaction on the fluid is 
negligible and the probability of particle-particle collisions is low. Ex-

tension to two-way coupling (i.e., including the back-reaction on the 
fluid) is straightforward: the subroutines to redistribute the forcing due 
to the particles onto the fluid are already implemented and only the 
model for the particle back-reaction is missing. Section 4.1.1 discusses 
the parallelization approach for the Lagrangian particle tracker and the 
possibility to extend the present algorithm to two- and four-way cou-

pling.

The Lagrangian particle tracking presented here has already been 
used in previous works, where an additional forcing term was imple-

mented to simulate particle adhesion to an interface [34,35].

3. Numerical method

The governing equations (1)-(2)-(9)-(10) and (15) are solved in a 
channel geometry using a pseudo-spectral method, Fig. 1. In particu-

lar, the equations are discretized using Fourier series in the streamwise 
and spanwise directions (𝑥 and 𝑦) and Chebyshev polynomials along the 
wall-normal direction (𝑧). This implies that 𝑥 and 𝑦 directions are pe-

riodic while no-slip, free-slip or imposed velocity boundary conditions 
can be imposed at the two walls. This limits the possible configurations 
that can be simulated to Couette and Poiseuille flows and combina-

tions thereof. The governing equations are advanced in time using an 
IMplicit–EXplicit (IMEX) scheme: the linear diffusive term of the equa-

tions is integrated using an implicit scheme, whereas the non-linear term 
is integrated using an explicit scheme. In the following, after a brief 
description of the variables collocation, the spatial and temporal dis-

cretization is detailed for each governing equation listed above.

3.1. Collocation points, grid resolution and dual-grid approach

In the context of pseudo-spectral methods, all Eulerian variables 
are defined on the collocation points. Specifically, the velocity vector 
𝐮, the phase field variable 𝜙, the surfactant concentration 𝜓 and the 
scalar concentration field 𝜃 are defined on the same Cartesian grid 
with 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 grid points. In FLOW36, it is also possible to 
define variables on different grid resolutions (the so-called dual-grid 
approach) with respect to that used to solve the Navier-Stokes equa-

tions, which is the reference grid. This is possible by specifying the 
expansion factors 𝑀𝑥, 𝑀𝑦 and 𝑀𝑧. Therefore, in this latter case, the 
specified variable is defined on a grid having a resolution equal to 
𝑀𝑥𝑁𝑥 ×𝑀𝑦𝑁𝑌 × (𝑀𝑧(𝑁𝑧 − 1) + 1). In the version of FLOW36 avail-

able in the online repository, only the surfactant concentration field 
can be defined on a more refined grid. Nevertheless, with minor code 
modifications, also the phase-field and scalar transport equations can be 
ported on a more refined grid [36,37]. In particular, to upscale the solu-

tion of a governing equation from the reference grid to the refined grid, 
the subroutines for the “physical-to-spectral” and “spectral-to-physical” 
transforms must be replaced with their _fg counterparts, which handle 
transforms on the refined grid. In addition, the corresponding array di-

mensions should be also updated. Fluid data and coupling terms have 
to be computed similarly to how is done for the surfactant: the cou-

pling term is computed on the finer grid and then transformed onto the 
coarser grid, whereas the fluid data is available on the coarser grid and 
has to be transformed onto the finer grid to be used in the transport equa-

tion. Transformation between the two different grids occurs in spectral 
space: zero padding is used to transform a variable from coarse to fine 
grid, and elimination of the high-wavenumber spectral modes coupled 
with the 2/3 de-aliasing rule is used to transform a variable from fine 
to coarse grid.

3.2. Navier-Stokes equations

Before applying the numerical discretization, the Navier-Stokes 
equations are recasted in a more compact form collecting all the non-

linear terms in the term 𝐒:

∇ ⋅ 𝐮 = 0 ; (20)

𝜕𝐮
𝜕𝑡 

= 𝐒−∇𝑝+ 1 
𝑅𝑒𝜏

∇2𝐮 ; (21)

where the term 𝐒 = (𝑆𝑥,𝑆𝑦,𝑆𝑧) is defined as:

𝐒 = −
𝜌𝑟 − 1
2 

(𝜙+ 1)𝜕𝐮
𝜕𝑡 

−
(
1 +

𝜌𝑟 − 1
2 

(𝜙+ 1)
)
𝐮 ⋅∇𝐮−Π

+ 1 
𝑅𝑒𝜏

∇ ⋅
(
𝜇𝑟 − 1

2 
(𝜙+ 1)(∇𝐮+∇𝐮𝑇 )

)
+
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+ 1 
𝐹𝑟2

(
1 +

𝜌𝑟 − 1
2 

(𝜙+ 1)
)
𝐠+ 3 √

8
𝐶ℎ 
𝑊 𝑒

∇ ⋅
(
𝜏𝑐𝑓𝜎(𝜓)

)
. (22)

The Navier–Stokes equations are not directly solved but are rewritten 
in the so-called wall-normal velocity–vorticity formulation [11,38,39]⋅
Instead of three 2𝑛𝑑 order equations for each component of the velocity, 
a 4𝑡ℎ-order equation for the wall-normal component of the velocity 𝑤 =
𝐮 ⋅ 𝐤 (being 𝐤 the unit vector of the wall-normal direction) and a 2𝑛𝑑 -

order equation for the wall normal vorticity 𝜔𝑧 = (∇×𝐮) ⋅𝐤 are obtained. 
To obtain the governing equations for the wall-normal velocity-vorticity 
formulation, we first take the curl of the Navier-Stokes equations. The 
pressure gradient term vanishes thanks to the identity ∇ ×∇𝑝 = 0, and 
a transport equation for the vorticity vector, 𝝎, is obtained:

𝜕𝝎

𝜕𝑡 
=∇× 𝐒+ 1 

𝑅𝑒𝜏
∇2𝜔 . (23)

By taking again the curl of the vorticity transport equation, we obtain 
the following 4-𝑡ℎ order equation for the velocity vector:

𝜕∇2𝐮
𝜕𝑡 

=∇2𝐒−∇(∇ ⋅ 𝐒) + 1 
𝑅𝑒𝜏

∇4𝐮 . (24)

We solve here for the wall-normal components of the vorticity, 𝜔𝑧, and 
velocity, 𝑤. Hence, instead of the Navier-Stokes equations expressed 
in term of primitive variables, the following governing equations are 
solved:

𝜕𝜔𝑧

𝜕𝑡 
=

𝜕𝑆𝑦

𝜕𝑥 
−

𝜕𝑆𝑥

𝜕𝑦 
+ 1 

𝑅𝑒𝜏
∇2𝜔𝑧 , (25)

𝜕(∇2𝑤)
𝜕𝑡 

=∇2𝑆𝑧 −
𝜕

𝜕𝑧

(
𝜕𝑆𝑥

𝜕𝑥 
+

𝜕𝑆𝑦

𝜕𝑦 
+

𝜕𝑆𝑧

𝜕𝑧 

)
+ 1 

𝑅𝑒𝜏
∇4𝑤 , (26)

complemented by the continuity equation (1) and the definition of wall-

normal vorticity:

𝜔𝑧 =
𝜕𝑣 
𝜕𝑥

− 𝜕𝑢 
𝜕𝑦

. (27)

The four equations just obtained are then discretized in time and 
space; the hat notation is used to identify the variable in Fourier space 
(pseudo-spectral discretization in space). For the 4𝑡ℎ-order equation for 
the wall-normal velocity we obtain:

𝜕

𝜕𝑡

(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)
�̂� =

(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)
�̂�𝑧

− 𝜕

𝜕𝑧

(
𝑖𝑘𝑥�̂�𝑥 + 𝑖𝑘𝑦�̂�𝑦 +

𝜕

𝜕𝑧
�̂�𝑧

)
+ 1 

𝑅𝑒𝜏

(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)
�̂� (28)

where 𝑘𝑥 and 𝑘𝑦 are the corresponding wave-number (along 𝑥 and 𝑦, 
respectively) and 𝑘2

𝑥𝑦
= 𝑘2

𝑥
+ 𝑘2

𝑦
; the discrete derivative along the wall-

normal direction (Chebyshev polynomials) is identified with 𝜕∕𝜕𝑧. We 
can now apply the IMEX temporal discretization scheme employing a 
Crank-Nicholson scheme for the linear part and an Adams-Bashforth 
scheme for the non-linear part. After some algebraic manipulation, we 
obtain:(

𝜕2

𝜕𝑧2
− 𝜆2

)(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)
�̂�𝑛+1 = �̂�𝑛

𝛾
(29)

where �̂�𝑛 is an historical term that depends only on the previous time 
steps, 𝛾 =Δ𝑡∕2𝑅𝑒𝜏 is a numerical coefficient and 𝜆2 = (1+ 𝛾𝑘2

𝑥𝑦
)∕𝛾 . We 

can introduce the auxiliary variable:

�̂�𝑤 =
(

𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)
�̂�𝑛+1 , (30)

and the 4𝑡ℎ-order equation can be split in two 2𝑛𝑑 -order equations:(
𝜕2

𝜕𝑧2
− 𝜆2

)
�̂�𝑤 = �̂�𝑛

𝛾
, (31)

(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)
�̂�𝑛+1 = �̂�𝑤 . (32)

These two equations represent a series of 1D problem for each (𝑘𝑥, 𝑘𝑦)
wavenumber pair that can be solved along the wall-normal direction 
using a Chebyshev-Tau scheme with appropriate boundary conditions. 
For a no-slip boundary, we set:

�̂� = 0 ; 𝜕�̂�

𝜕𝑧 
= 0 , (33)

while for a free-slip boundary:

�̂� = 0 ; 𝜕2�̂�

𝜕𝑧2
= 0 . (34)

It is important to observe that boundary conditions cannot be di-

rectly obtained for the auxiliary variable �̂�. To circumvent this issue, an 
influence matrix technique is employed. Once this series of problem is 
solved, the value of the wall-normal velocity at the step 𝑛+1 is obtained.

The same procedure can be applied to the transport equation for 
the wall-normal component of the vorticity. Introducing the spatial dis-

cretization, we obtain:

𝜕𝜔𝑧

𝜕𝑡 
= 𝑖𝑘𝑥𝑆𝑦 − 𝑖𝑘𝑦𝑆𝑥 +

1 
𝑅𝑒𝜏

(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)
𝜔𝑧 . (35)

We can now apply the IMEX temporal discretization scheme (Crank-

Nicholson for the linear part and Adams-Bashforth for the non-linear 
part). It is worth noticing that density and viscosity variations – except 
for those in the definition of the linear diffusive terms – are handled ex-

plicitly, as they are collected in the non-linear term 𝐒, equation (22). 
Since a wall-normal velocity-vorticity formulation is used to solve the 
Navier-Stokes equations (to avoid solving a pressure Poisson equation 
with non-constant coefficients when non-unitary density ratios are con-

sidered), this approach is the most suitable. An alternative would be 
iterative methods; however, these significantly increase computational 
cost. For interface-resolved simulations of bubbly flows (density ratio 
𝜌𝑟 < 1), we found that while explicitly handling density and viscosity 
variations impose a constraint on the maximum time step, this approach 
remains more efficient than the use of iterative solvers. Due to the ex-

plicit treatment of the above mentioned terms, for density ratios typical 
of air/water bubbly flows (𝜌𝑟 ≃ 0.001), the time step should be reduced 
by approximately an order of magnitude compared to the matched prop-

erties case.

Equation (35) is first discretized using the same IMEX scheme pre-

sented above; after some algebraical manipulations we obtain:(
𝜕2

𝜕𝑧2
− 𝛽2

)
�̂�𝑛+1
𝑧

= −1 
𝛾

[
𝑖𝑘𝑥�̂�

𝑛
𝑦
− 𝑖𝑘𝑦�̂�

𝑛
𝑥

]
, (36)

where 𝛽2 = (1 + 𝛾𝑘2
𝑥𝑦
)∕𝛾 . The series of 1D problems obtained can be 

solved using a Chebyshev-Tau algorithm with appropriate boundary 
conditions. For a no-slip boundary, one can set:

�̂�𝑧 = 0 , (37)

while for a free-slip boundary:

𝜕�̂�𝑧

𝜕𝑧 
= 0 . (38)

Once obtained the solution for the wall-normal velocity and vorticity 
at the time step 𝑛+ 1, the streamwise and spanwise components (𝑢 and 
𝑣) of the velocity vector can be obtained by exploiting the definition of 
wall-normal vorticity (in Fourier space), which is:

−𝑖𝑘𝑥�̂�𝑛+1 + 𝑖𝑘𝑦�̂�
𝑛+1 = 𝜕�̂�𝑛+1

𝜕𝑧 
, (39)

and the continuity equation (in Fourier space):

−𝑖𝑘𝑦�̂�𝑛+1 + 𝑖𝑘𝑥�̂�
𝑛+1 = �̂�𝑛+1

𝑧
. (40)
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After completing these steps, the complete velocity field at the new 
time iteration is obtained. With the velocity-vorticity formulation, there 
is no need to solve a computationally expensive Poisson equation for 
the pressure, as done instead in standard projection-correction methods 
[38]. If needed, the pressure field can be computed in post-processing 
from the velocity field.

3.3. Cahn-Hilliard equation for the phase-field

We start by rewriting the Cahn-Hilliard equation for the phase-field 
variable in a more compact form isolating the non-linear terms in 𝑆𝜙 :

𝜕𝜙

𝜕𝑡 
= 𝑆𝜙 + 𝑠 

𝑃𝑒𝜙
∇2𝜙− 𝐶ℎ2

𝑃𝑒𝜙
∇4𝜙 . (41)

𝑆𝜙 = −𝐮 ⋅∇𝜙+ 1 
𝑃𝑒𝜙

[
∇2𝜙3 − (1 + 𝑠)∇2𝜙

]
(42)

The parameter 𝑠 in equation (42) is a numerical coefficient used to 
perform the splitting of the Laplace operator [40,41]. By applying the 
spatial discretization to the Cahn-Hilliard equation, we obtain:

𝜕�̂�

𝜕𝑡 
= �̂�𝜙 + 𝑠

𝐶ℎ2

𝑃𝑒𝜙

(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)
�̂�+ 𝐶ℎ2

𝑃𝑒𝜙

(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)
�̂� .

We can now apply the IMEX temporal discretization scheme using an im-

plicit Euler method for the linear term and an Adams-Bashforth scheme 
for the non-linear part. After some algebraic manipulation, the follow-

ing discrete equation is obtained:[
1 
𝛾𝜙

− 𝑠

(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)
+
(

𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)2
]
�̂�𝑛+1 =

�̂�𝑛
𝜙

𝛾𝜙
(43)

where the historical term �̂�𝑛
𝜙

has been introduced and 𝛾𝜙 = (Δ𝑡𝐶ℎ2)∕ 
𝑃𝑒𝜙. We can split this 4𝑡ℎ order equation in two equivalent 2𝑛𝑑 order 
equations by choosing a proper value for the numerical coefficient 𝑠. 
Specifically, by solving the second order polynomial equation, and look-

ing for two coincident solutions, we obtain:

𝑠 =

√
4𝑃𝑒𝜙𝐶ℎ2

Δ𝑡 
. (44)

This value guarantees the maximum numerical stability [40] and intro-

ducing the auxiliary variable 𝜃𝜙 = 𝑠𝜙∕2+∇2𝜙, two 2𝑛𝑑 order equations 
are obtained:(

𝜕2

𝜕𝑧2
− 𝛿2

)
�̂�𝜙 =

�̂�𝑛
𝜙

𝛾𝜙
, (45)(

𝜕2

𝜕𝑧2
− 𝛿2

)
�̂�𝑛+1 = �̂�𝜙 , (46)

where 𝛿2 = 𝑘2
𝑥𝑦

− 𝑠∕2. These two equations can be solved using 
a Chebyshev-Tau algorithm with appropriate boundary conditions. 
Specifically, at the top and bottom boundaries, we set:

𝜕�̂�

𝜕𝑧 
(±ℎ) = 0 ; 𝜕3�̂�

𝜕𝑧3
(±ℎ) = 0 , (47)

which gives the conservation of the phase-field variable:

𝜕

𝜕𝑡 ∫
Ω 

𝜙𝑑Ω= 0 , (48)

where Ω is the domain considered. The use of these two boundary con-

ditions also imposes a 90◦ contact angle at the wall.

3.4. Cahn-Hilliard-like equation for the surfactant concentration

We consider now the Cahn-Hilliard-like equation for the surfactant 
concentration, which can be rewritten in a more compact form:

𝜕𝜓

𝜕𝑡 
= 𝑆𝜓 + 𝑃 𝑖 

𝑃𝑒𝜓
∇2𝜓 , (49)

where the term 𝑆𝜓 is defined as follows:

𝑆𝜓 = −𝐮 ⋅∇𝜓 + 1 
𝑃𝑒𝜓

∇ ⋅
[
𝜓(1 −𝜓)∇

(
−(1 − 𝜙2)2

2 
+ 𝜙2

2𝐸𝑥

)]
. (50)

The transport equation for the surfactant is a 2𝑛𝑑 order equation. Apply-

ing the spectral representation, we obtain:

𝜕�̂�

𝜕𝑡 
= �̂�𝜓 + 𝑃 𝑖 

𝑃𝑒𝜓

(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)
�̂� . (51)

We can now apply the IMEX temporal integration scheme using an im-

plicit Euler method for the linear term and an Adams-Bashforth scheme 
for the non-linear part. After some algebraic manipulation, we derive:(

𝜕2

𝜕𝑧2
− 𝜄2

)
�̂�𝑛+1 = −

�̂�𝑛
𝜓

𝛾𝜓
, (52)

where 𝛾𝜓 = (Δ𝑡𝑃 𝑖)∕𝑃𝑒𝜓 , �̂�𝑛
𝜓

is an historical term and 𝜄2 = (𝛾𝜓𝑘2𝑥𝑦 +
1)∕𝛾𝜓 . The equation above is solved using a Chebyshev-Tau algorithm 
with the following boundary conditions:

𝜕𝜓

𝜕𝑧 
(±ℎ) = 0 . (53)

This leads to the conservation of the surfactant concentration on the 
entire computational domain Ω.

𝜕

𝜕𝑡 ∫
Ω 

𝜓𝑑Ω= 0 (54)

3.5. Transport equation for a passive scalar

We consider here the transport equation for the passive scalar. This 
equation can be also rewritten in a more compact form:

𝜕𝜃

𝜕𝑡 
= 𝑆𝜃 +

1 
𝑃𝑒𝜃

∇2𝜃 , (55)

where 𝑆𝜃 is defined as follows:

𝑆𝜃 = −𝐮 ⋅∇𝜃 . (56)

Introducing the spectral discretization for the variable 𝜃, we obtain:

𝜕�̂�

𝜕𝑡 
= �̂�𝜃 +

1 
𝑃𝑒𝜃

(
𝜕2

𝜕𝑧2
− 𝑘2

𝑥𝑦

)
�̂� . (57)

We can now apply the IMEX time integration scheme using a Crank-

Nicholson scheme for the linear term and an Adams-Bashforth scheme 
for the non-linear part. After some algebra, we obtain:(

𝜕2

𝜕𝑧2
− 𝜏2

)
�̂�𝑛+1 = −

�̂�𝑛
𝜃

𝛾𝜃
, (58)

where 𝛾𝜃 = Δ𝑡∕2𝑃𝑒𝜃 and 𝜏2 = (1 + 𝛾𝜃𝑘
2
𝑥𝑦
)∕𝛾𝜃 . This equation can be 

solved using a Chebyshev-Tau algorithm with general boundary con-

dition at the two walls:

𝑎�̂� + 𝑏
𝜕�̂�

𝜕𝑧 
(+ℎ) = 𝑐 𝑑�̂� + 𝑒

𝜕�̂�

𝜕𝑧 
(−ℎ) = 𝑓 , (59)

where 𝑎, 𝑏, 𝑐, 𝑑, 𝑒 and 𝑓 are constant value coefficients. By setting these 
coefficients, Dirichlet (type I), Neumann (type II) or mixed boundary 
conditions can be applied at either wall.

3.6. Lagrangian particle tracking

The equation for the position and velocity of the particle, respec-

tively equations (17) and (18), are advanced in time using an explicit 
Euler scheme. The new position at the step 𝑛+ 1 is computed as:
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Fig. 2. Two-dimensional domain decomposition used to divide the workload among the different MPI tasks. Each color corresponds to a different MPI task, numbered 
from zero to 15. In physical space, the domain is divided along the 𝑦 and 𝑧 directions (pencils orientated along the 𝑥-direction), while in Fourier space it is divided 
along the 𝑥 and 𝑦 directions (pencil orientated along the 𝑧-direction). Transpositions (i.e. loops of MPI communications) are required to change the pencil orientation 
and to compute the transform along the different directions: along 𝑥 in the configuration shown in panel 𝑎, along 𝑦 in the configuration shown in panel 𝑏, and along 
𝑧 in the configuration shown in panel 𝑐. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

𝐱𝑛+1
𝑝

= 𝐱𝑛
𝑝
+Δ𝑡𝐮𝑛

𝑝
, (60)

while the velocity at the step 𝑛+ 1 is obtained as follows:

𝐮𝑛+1
𝑝

= 𝐮𝑛
𝑝
+Δ𝑡𝐟𝑛

𝑝
, (61)

where 𝐟𝑛
𝑝

is the right-hand side of equation (18) (i.e. the sum of the 
forces applied on the particle). These equations are solved for all the 
particles. The time-step used to advance the particle equation is equal 
to the time-step used to advance the Eulerian fields in time; if neces-

sary (𝑆𝑡 ≪ 1) a smaller time-step can be used by defining the number 
of sub-iterations of the particle tracking to perform within one simu-

lation time-step. Within these sub-iterations the Eulerian fields are not 
updated. To obtain the fluid velocity at the particle position a fourth-

order Lagrangian polynomial is used.

Periodic boundary conditions are enforced at the periodic bound-

aries (homogeneous directions), whereas a perfectly elastic rebound is 
imposed at the walls.

4. Implementation of the parallelization strategy

The numerical scheme presented above is implemented in FLOW36. 
The code is written using Fortran 2003 and the main parallelization 
backbone relies on an MPI paradigm. On top of the MPI backbone, Ope-

nACC directives and cuFFT libraries are used to accelerate the code 
execution on GPU-accelerated infrastructures.

4.1. First level of parallelization: MPI

The parallelization backbone of the code relies on an MPI approach; 
the overall workload is divided among the different MPI tasks using a 
2D domain decomposition (pencil decomposition). Within this strategy, 
the whole domain is split in so-called pencils: the domain is divided 
along two out of three directions and each sub-domain is assigned to 
a different MPI process. In physical space, the domain is divided along 
the 𝑦 and 𝑧 directions (pencils oriented along the 𝑥-direction), while in 
Fourier space it is divided along the 𝑥 and 𝑦 directions (pencils oriented 
along the 𝑧-direction). This change in the pencil orientation is needed 
when taking the transforms: to compute the Fourier or Chebyshev trans-

forms each process must hold all the points in the transform direction. 
Thus, when in physical space, at first Fourier transforms are taken in 
the 𝑥 direction (Fig. 2𝑎), then the parallelization changes in order to 
have all the points along the 𝑦 direction. The domain is divided be-

tween the 𝑥 and 𝑧 directions when taking the Fourier transforms along 
𝑦 (Fig. 2𝑏). At this point, each 𝑥 − 𝑦 plane holds all the Fourier modes 
at a certain distance from the wall. Then the parallelization is again 
changed, switching to a domain decomposition along the 𝑥 and 𝑦 di-

rections, thus each MPI process holds all the points in the 𝑧 direction 

at a certain (𝑘𝑥, 𝑘𝑦) wavenumber pair (parallelization in Fourier space). 
Finally, Chebyshev transforms are taken in the 𝑧 direction (Fig. 2𝑐).

The only MPI communications occur when the pencils are trans-

posed. Non-linear terms are computed in physical space and transformed 
in Fourier space to avoid the computation of convolution integrals, thus 
a change of pencil orientation (and relative MPI communications) is 
required to compute the transforms along the three directions (from 
spectral to physical and vice-versa). After the calculation of all the non-

linear terms, a system of Helmholtz problems along the wall-normal 
direction (𝑧) is solved at each (𝑘𝑥, 𝑘𝑦) wavenumber pair independently. 
Finally, it is worth mentioning that when the dual-grid approach is em-

ployed (i.e. when the solution of a governing equation is performed 
on a more refined grid with respect to the standard grid used for the 
Navier-Stokes equations), additional MPI communications are required 
to redistribute the Fourier modes upon spectral interpolation between 
the two grids: zero-padding of the highest wavenumbers is used when 
interpolating onto the fine grid and deletion of the highest wavenum-

bers when interpolating back onto the reference grid.

4.1.1. Lagrangian particle tracker parallelization

The parallelization of the Lagrangian particle tracker relies on a 
shared-memory implementation of MPI, available since MPI version 
3.0, [42]. The code runs on 𝑁 + 1 shared-memory regions (i.e., nodes 
on a HPC system), with 𝑁 shared-memory regions dedicated to the 
Eulerian solver (flow, phase field, surfactant, passive scalar) and one 
shared-memory region dedicated to the Lagrangian particle tracking, 
see Fig. 3. The MPI tasks within the 𝑁 shared-memory regions assigned 
to the Eulerian solver are grouped into a MPI communicator (named 
flow_comm), whereas those in the remainder shared-memory region 
are grouped in the part_comm MPI communicator. The parallelization 
of the Eulerian solver in the flow_comm communicator is unchanged 
from what presented above, hence only the parallelization of the La-

grangian particle tracker will be reported in this section. An additional 
communicator comm_comm, comprised of flow_comm and one MPI task 
from part_comm, is used to transfer the Eulerian fields (fluid velocity, 
phase field, passive scalar,...) to the particle communicator and to re-

trieve the particle back-reaction.

Shared-memory windows are used to store Eulerian variables (e.g., 
flow velocity, phase field,...) and particle data (velocity, position and 
back-reaction) within the part_comm shared-memory communicator. 
All these variables are directly accessible from every MPI task belonging 
to part_comm. Access to shared variables is managed to avoid conflicts 
and race conditions: Eulerian variables are read-only, whereas the par-

ticle tracking workload is uniformly distributed among all MPI tasks in 
part_comm in a similar fashion to an OpenMP implementation. Race 
conditions on the variables containing the position and velocity of the 
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Fig. 3. Sketch showing the parallelization of the Lagrangian particle tracker. The flow_comm groups the 𝑁 shared-memory regions working on the Eulerian solver 
and the part_comm groups the remainder shared-memory region that tracks the particles. The comm_comm is used to communicate data among the flow and par-

ticle communicators (flow field, phase field,... from the flow to the particle communicator and particles back-reaction from the particle to the flow communicator). 
Rectangles are used to show the memory management in the flow_comm and part_comm. In flow_comm memory is private to each MPI task (classic MPI im-

plementation), whereas in part_comm Eulerian variables, particle data and particle back-reaction are stored in a shared-memory window (MPI shared-memory, 
accessible by all MPI tasks within part_comm) and all other variables are stored in the memory private to each MPI task. (For interpretation of the colors in the fig-

ure(s), the reader is referred to the web version of this article.)

particles are prevented as each MPI task within the particle communi-

cator operates on a unique set of particles.

A one-way-coupled Lagrangian particle tracker is currently imple-

mented in FLOW36: the flow modifies the particle transport, whereas 
no back-reaction of the particles on the flow and no particle-particle 
collisions are considered. Extension to a two-way coupling, where the 
particle back-reaction on the fluid is accounted for, is straightforward: 
the subroutines to transfer the particle back-reaction to the flow commu-

nicator are already present and only the implementation of the physical 
models defining the particle back-reaction is missing. At the current 
stage, an efficient implementation of particle-particle interactions (four-

way coupling) has not yet been considered; the current parallelization 
strategy has the potential for a simpler implementation, as data for all 
particles is readily available to all tasks in the part_comm communica-

tor.

The presented parallelization strategy described here offers sev-

eral advantages, among which easier particle management: the par-

ticle tracking workload is evenly distributed among all MPI tasks in 
part_comm and frequency of transfers of flow or back-reaction data 
is reduced as communications are grouped. This approach addresses 
the main weaknesses of commonly used strategies, co-located particles 
(i.e., each MPI task tracks particles that are within its own Eulerian sub-

domain) and uniformly-distributed particles (i.e., each MPI task holds 
a fixed number of particles and retrieves flow data from other tasks 
whenever needed). The co-located particles approach has the advan-

tage of requiring no flow data communication from other MPI tasks, 
however comes at the cost of (frequent) transfers of particles across MPI 
tasks (whenever new particles enter the assigned sub-domain or parti-

cles leave it) and of an uneven workload of the particle tracking across 
the MPI tasks. The uniformly-distributed approach offers an even distri-

bution of the particle tracking workload across the MPI tasks at the cost 
of frequent communications to retrieve flow data at the particle position. 
The current parallelization strategy offers an even workload among all 
MPI tasks in part_comm and requires no MPI communication to re-

trieve the flow data at the particle position (communications among 
part_comm and flow_comm are however needed to update flow and 
back-reaction data). The main disadvantages lie in the added complexity 
in the initial implementation (definition of the new MPI communicators, 
splitting in shared-memory regions and communication subroutines) 
and in the memory requirements. Since the Eulerian field obtained from 

the flow communicator are stored in a shared-memory window, there is 
no data replication among all the part_comm tasks, however the total 
memory available in the shared-memory region may become a limita-

tion. A typical direct numerical simulation on 1024 × 1024 × 1025 grid 
points requires about 8 GB of memory (double-precision variable) for 
each Eulerian variable in the shared-memory region (memory require-

ments for particles are negligible for particle numbers up to 108). Thus 
the size of the memory available in each shared-memory region (node) 
limits the maximum problem size that can be simulated when using 
the Lagrangian particle tracker. The implementation of the Lagrangian 
particle tracker pre-dates the porting of the code to GPU-accelerated ar-

chitectures; as now no extension of the Lagrangian particle tracker to 
GPU architectures is planned. Indeed, for the number of particles typi-

cally considered, ≃ 106, the computational cost of the LPT algorithm is 
small (with respect to the solution of the Eulerian fields) and the use of 
GPUs does not provide a significative speed-up [43].

4.2. Second level of parallelization: OpenACC

On top of the MPI parallelization scheme presented above, cuFFT 
libraries and OpenACC directives are used to accelerate the code ex-

ecution when GPUs are available. When GPU-based architectures are 
used, each MPI task is assigned to a specific GPU. All the computation-

ally intensive operations are performed on the GPUs. In particular, all 
the transforms, Fourier and Chebyshev, are performed exploiting the 
highly optimized cuFFT libraries, which can be invoked using the inter-

operability features present in OpenACC. While the Fourier transforms 
are directly supported by the cuFFT libraries, algebraic manipulation 
are required to perform the Chebyshev transforms, as real-to-real trans-

forms are not directly supported by the cuFFT libraries [44]. OpenACC 
directives (mainly kernels) are used to offload the computation of the 
non-linear terms, which are evaluated in physical space, as well as the 
solver execution. To obtain a code that can be easily compiled for CPU-

and GPU-based architectures, we employ the managed memory model 
present in OpenACC (which exploits the CUDA unified memory feature). 
As in most systems CPU and GPU memories are physically separated, 
the use of GPUs usually requires explicit memory transfers and the han-

dling of the copies shared between CPU and GPU memories. Thanks to 
the managed memory feature, memory transfers between the CPU (host) 
and the GPU (device) do not have to be explicitly defined and memory 
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Table 1
Technical specifications of the computing infrastructures employed for the 
strong scaling tests: LUMI-C, Vesta and Marconi-KNL for the CPU runs and 
Marconi-100 for the GPU runs.

System CPU (per node) GPU (per node) 
LUMI-C (LUMI) 2 x AMD EPYC 7763 64c -

Vesta (ALCF) 1 x IBM PowerPC A2 16c -

Marconi-KNL (CINECA) 1 x Intel Xeon Phi 7250 68c -

Marconi-100 (CINECA) 2 x IBM POWER9 AC922 16c 4 x NVIDIA V100 

can be accessed using a single pointer from both CPU or GPU code sec-

tions.

4.3. Strong scaling tests

To evaluate the code performances and the efficiency of the imple-

mentation reported above, we analyze the strong scaling behavior of 
the code. The tests have been performed for both the CPU version (MPI) 
and GPU version of the code (MPI + OpenACC). For the CPU version 
of the code, we report the results obtained on LUMI-C (LUMI), Vesta 
(ALCF) and Marconi-KNL (CINECA) while for the GPU version, we report 
the results obtained on Marconi-100 (CINECA). Each of these machines 
is characterized by a computing architecture from a different vendor 
(AMD, IBM, Intel and Nvidia, respectively). Please refer to Table 1 for 
the technical specifications of the machines. The following compilers 
have been used: Cray ftn for LUMI-C; IBM xlf for Vesta; Intel ifort 
for Marconi-KNL and Nvidia nvfortran for Marconi-100. The tests 
consider the whole application, including I/O operations (performed us-

ing the MPI I/O library). The scaling results are almost independent of 
the number of modules activated (single-phase flow only, multiphase, 
multiphase with heat transfer). Indeed, the phase-field method is that is 
interface blind (i.e. it does not use interface reconstruction algorithms) 
and thus its computational cost does not depend on the interface ex-

tension [8,9]. In addition, the numerical scheme employed to solve the 
different governing equations (and thus the routines/modules used) are 
very similar in terms of MPI communication patterns and computational 
cost. The Lagrangian particle tracker, however, has not been included.

The strong scaling results are shown in Fig. 4. Panel 𝑎 refers to the 
CPU runs while panel 𝑏 refers to the GPU runs. Two problem sizes have 
been tested: 512×512×513 (empty circles) and 1024×1024×1025 (full 
circles). For the CPU runs, multithreading (when available) is used bind-

ing 1 logical thread to an MPI task while for GPU runs 1 GPU is bound 
to an MPI task. For the GPU runs, a different number of nodes have 
has used for the two problem sizes because of the different memory 
requirements. Specifically, the number of nodes tested allows loading 
the entire problem on the GPU VRAM making the performance com-

parison among the different cases more consistent. Analyzing the strong 
scaling performance exhibited by the code, we can observe that in gen-

eral, good results are obtained for both CPU and GPU runs. For the 
CPU runs (panel 𝑎), excellent results are obtained and the code ex-

hibits an excellent scaling up to 16384 and 65536 MPI tasks for the 
smaller and larger problem sizes, respectively. In addition, performance 
are retained among different machines, CPU architectures and network 
configurations. For GPU runs (panel 𝑏), performances tend to worsen 
as the number of MPI tasks (or nodes) is increased, especially when the 
smaller problem size is considered (green circles). This can be addressed 
to the high cost associated with the loop of MPI communications re-

quired every time a complete forward or backward transform has to be 
computed. Indeed, the transposition (or re-orientation) of the pencils is 
a classical example of all-to-all operation. The optimization of this type 
of operations is an open issue in multi-GPU architectures [45–47] be-

cause of i) the large amount of data that has to be transferred; ii) the 
massive speed-up offered by the computation of transforms on GPUs 
(via highly-optimized libraries, e.g. cuFFT or rocFFT).

5. Validation and benchmark

In the following, we report some examples to show the validation 
cases of the code and its capabilities. First, we consider a single-phase 
turbulent channel flow case. Second, we move to the validation of the 
multiphase module considering the deformation of a single drop in shear 
flow and the fragmentation of a swarm of surfactant-laden drops in 
wall-bounded turbulence. Third, we test the heat transfer module by 
considering the flow between a hot and a cold wall. Finally, the La-

grangian particle tracking approach is tested.

5.1. Single-phase flow

We begin by considering the case of a turbulent channel flow [11]. 
This flow instance has been extensively studied in literature with differ-

ent numerical methods [11,48,49]. For validation purposes, we consider 
a shear Reynolds number equal to 𝑅𝑒𝜏 = 180, tough higher Reynolds 
number flows can also be simulated with FLOW36 [50,28]. The com-

putational domain is a closed channel with dimensions 𝐿𝑥 ×𝐿𝑦 ×𝐿𝑧 =
4𝜋ℎ×2𝜋ℎ×2ℎ corresponding to 𝐿+

𝑥
×𝐿+

𝑦
×𝐿+

𝑧
= 2620×1310×360 wall 

units. Equations are discretized with 𝑁𝑥 ×𝑁𝑦 ×𝑁𝑧 = 256 × 256 × 257
collocation points. Periodic boundary conditions are imposed along the 
streamwise and spanwise directions while no-slip conditions are im-

posed at the two walls. For this case, only the continuity and Navier-

Stokes equations are solved.

To validate the implementation of the numerical method, we com-

pute the wall-normal behavior of the mean velocity profile (streamwise) 
and of the root mean square (RMS) of the three velocity components. 
Results are shown in Fig. 5: panel 𝑎 shows the wall-normal behavior of 
the mean streamwise velocity profile while panel 𝑏 the RMS of the three 
components of the velocity vector. A sketch showing the instantaneous 
streamwise velocity in the computational box (blue-low; red-high) is 
shown in the inset of panel 𝑎.

Analyzing the mean velocity profile (panel 𝑎), we can observe that 
the present results are in excellent agreement with the law of the wall, 
reported using a dotted line (linear part, 𝑢+ = 𝑧+) and dash-dotted line 
(logarithmic part, 𝑢+ = (1∕𝜅) log𝑧+ + 5.2 where 𝜅 is the von-Karman 
constant [53]). As a reference, the results from previous works are re-

ported: simulation results from Kim et al. (1987) [11] and Costa (2018) 
[51], and experimental data from Giurgiu et al. (2023) [52]. Moving 
to the RMS of the three velocity components (panel 𝑏), we observe a 
very good agreement between present results and the experimental and 
numerical results available in the literature for all the three velocity 
components.

5.2. Drop deformation in shear flow

To validate the implementation of the phase-field method, we con-

sider the deformation of a drop in a linear shear flow; the simulation 
database reported in Soligo et al. (2020) [54] is used in this section. A 
single drop, with diameter 𝑑 = 0.8ℎ, is initialized at the channel cen-

ter and the two walls move in opposite directions with constant speed, 
𝑢 = ±1. A sketch of the configuration employed is shown in Fig. 6. The 
domain considered has dimensions 𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧 = 2𝜋ℎ × 𝜋ℎ × 2ℎ and 
is discretized with 𝑁𝑥 ×𝑁𝑦 ×𝑁𝑧 = 512 × 256 × 513 collocation points. 
The Reynolds number has been set equal to 𝑅𝑒 = 0.1 in order to en-

sure creeping flow conditions and thus negligible inertial effects. The 
Reynolds number is computed using as a reference the wall velocity 
and the continuous phase properties (density and viscosity). We consider 
three different values of the surface tension (Weber number), which cor-

respond to three different values of the capillary number: 𝐶𝑎 = 0.0625, 
𝐶𝑎 = 0.125 and 𝐶𝑎 = 0.1875. In creeping flow conditions, the capillary 
number – ratio between viscous forces and surface tension forces – is 
the most suitable parameter and it can be computed from the Weber 
and Reynolds number (simulation input for FLOW36):
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Fig. 4. Strong scaling results obtained on CPU-based architectures (panel 𝑎) and GPU-accelerated computing infrastructures (panel 𝑏). The following Tier-0 HPC 
clusters have been used for the CPU runs: LUMI-C (red), Vesta (black) and Marconi-KNL (blue) while for the GPU runs: Marconi-100 (green). For the CPU runs, each 
logical thread is bound to an MPI task while for GPU runs each GPU is bound to an MPI task. Two different problem sizes have been considered: 512 × 512 × 513
(empty circles) and 1024 × 1024 × 1025 (full circles). (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

Fig. 5. Wall-normal behavior of mean velocity profile (panel 𝑎) and root-mean square (RMS) of the velocity vector (panel 𝑏). The results are compared against the 
numerical results of Kim et al. (1987) [11], Costa (2018) [51] and against the experimental results of Giurgiu et al. (2023) [52]. The classical law of the wall, 𝑢+ = 𝑧+

and 𝑢+ = (1∕𝜅) log(𝑧+) + 5.2, is also reported, where 𝜅 is the von-Karman constant [53]. (For interpretation of the colors in the figure(s), the reader is referred to the 
web version of this article.)

Fig. 6. Sketch of the computational domain used to analyze the deformation of a single droplet in shear flow. A spherical droplet with diameter 𝑑 = 0.8ℎ is initialized 
in the center of the channel. The two walls move in opposite directions with constant speed, 𝑢= ±1. The domain has dimensions 𝐿𝑥 ×𝐿𝑦 ×𝐿𝑧 = 2𝜋ℎ × 𝜋ℎ × 2ℎ.

𝐶𝑎 = 𝑊 𝑒

𝑅𝑒 
𝑑

2ℎ
. (62)

Regarding the phase-field parameters, the accurate description of the 
steep gradients at the interface requires a minimum of 3 grid points 
across the interface for clean-interface simulations (surfactant-free). To 
meet this requirement, the Cahn number has been set equal to 𝐶ℎ =
0.025. The Péclet number for the phase field, 𝑃𝑒𝜙 , is determined based 
on the scaling 𝑃𝑒𝜙 = 3∕𝐶ℎ = 120. The initial condition for the simu-

lation is a linear velocity profile along the wall-normal direction (see 
Fig. 6) for the streamwise component of the velocity (𝑢) while the other 
two velocity components (𝑣 and 𝑤) are set equal to zero. A spherical 
droplet is initialized at the center of the computational domain; the equi-

librium profile of the phase field is initialized across the interface.

𝜙(𝑥, 𝑦, 𝑧) = tanh

(
𝑠− 𝑑∕2√

2𝐶ℎ 

)
(63)

The variable 𝑠 is the distance from the center of the droplet and 𝑑 the 
droplet diameter. No-slip boundary conditions for the flow field and 
no-flux boundary conditions for the phase-field are imposed at the two 
walls.

Once defined the initial and boundary conditions, the simulation 
starts and the governing equations are advanced in time. The shear flow 
starts to deform and elongate the droplet along the shear direction. At 
the same time, surface tension forces act to restore the spherical shape 
of the droplet (minimal energy configuration). In the limit of low capil-

lary number, i.e. when surface tension forces are strong enough to avoid 
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Fig. 7. Panel 𝑎 shows a sketch of the initial shape (red) and steady-state deformed shape (dashed blue) for a drop in shear flow at low capillary numbers. The minor 
and major axis, 𝐿 and 𝐵, are also highlighted. Panel 𝑏 shows the values of the deformation parameter obtained from FLOW36 (red) compared against previous 
numerical and experimental works: black squares refer to the simulations of Zhou et al. (1993) [55], circles to the experiments of Guido et al. (1998) [56], upward 
triangles to the simulations of Li et al. (2000) [57] and downward triangles to the simulations of Komrakova et al. (2014) [58]. The theoretical relation of Shapira 
& Haber (1990) [59] is also shown. FLOW36 results are reproduced from Soligo et al. (2020) [54].

Fig. 8. Panel 𝑎 shows a rendering of a swarm of large and deformable drops in a turbulent channel flow. The interface is identified as the iso-contour 𝜙= 0 (white); 
streamlines are used to visualize the chaotic turbulent motion of the flow. Panel 𝑏 shows the resulting drop size distribution (red circles, reproduced from Soligo et al. 
(2019) [27], case FG). Archival data obtained from previous experiments [60–62] and simulations [63–67] is also reported using black symbols. The drop diameter 
is normalized using the Kolmogorov-Hinze scale for each case (estimated when not enough information is provided) while the distributions are reported in arbitrary 
units due to the different normalizations used.

the breakage of the droplet, a new steady-state shape for the droplet is 
obtained, as shown in the blue dashed line of Fig. 7𝑎. The deformation 
of this steady-state configuration can be characterized by the deforma-

tion parameter, 𝐷 = (𝐿−𝐵)∕(𝐿+𝐵), being 𝐿 and 𝐵 are the major and 
minor axis of deformation of the droplet (evaluated on a 𝑥−𝑧 plane that 
passes through the center of the droplet).

The results obtained for the deformation parameter for three values 
of the capillary number considered are shown in Fig. 7𝑏. Present re-

sults are shown with red symbols (reproduced from Soligo et al. (2020) 
[54]) while archival literature results are shown with black symbols: 
squares refer to the simulations of Zhou et al. (1993) [55], circles refer 
to the experiments of Guido et al. (1998) [56], upward triangles refer to 
the simulations of Li et al. (2000) [57] and downward triangles to the 
simulations of Komrakova et al. (2014) [58]. Finally, the analytical re-

lation of Shapira & Haber (1990) [59] is shown with a black solid line. 
We can observe that an excellent agreement is obtained between the 
present results and the analytical relation (black line) as well as with 
previous numerical and experimental results. This benchmark can be 
also extended to surfactant-laden drops, see Soligo et al. (2020) [54] for 
further details.

5.3. Coalescence and breakage of drops in turbulence

To further validate and demonstrate the capabilities of FLOW36, we 
consider the injection of a swarm of surfactant-laden drops released 
in a turbulent channel flow. This configuration is the one adopted in 
Soligo et al. (2019) [27] (labeled FG in the original paper). The com-

putational domain is a closed channel with dimensions 𝐿𝑥 ×𝐿𝑦 ×𝐿𝑧 =
4𝜋ℎ × 2𝜋ℎ × 2ℎ corresponding to 𝐿+

𝑥
× 𝐿+

𝑦
× 𝐿+

𝑧
= 3770 × 1885 × 600

wall units. Equations are discretized on a grid with 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 =
2048× 1024× 1025 collocation points. The simulation is performed at a 
fixed shear Reynolds number of 𝑅𝑒𝜏 = 300 and the Weber number has 
been set equal to 𝑊 𝑒 = 3; the surfactant elasticity number has been set 
equal to 𝛽𝑠 = 4.00. The simulation starts by releasing 256 spherical drops 
in a turbulent flow field (obtained from a preliminary DNS of a single-

phase turbulent channel flow). After an initial transient, where drops 
start to break and coalesce following complex dynamics, a new equilib-

rium situation is reached in which a balance between coalescence and 
breakage events is attained.

Fig. 8𝑎 shows a qualitative rendering of the steady-state configura-

tion at 𝑡+ = 3000. The flow moves from left to right (along the stream-

wise direction 𝑥) and a 3D rendering of the systems is shown. The inter-

face of the drops (iso-contour 𝜙 = 0) is shown in white while streamlines 
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Fig. 9. Wall-normal behavior of the mean temperature profile (panel 𝑎) and root mean square (RMS) of the temperature fluctuations (panel 𝑏). A sketch showing 
the configuration considered and the temperature structures inside the channel is shown in the inset for 𝑃𝑟= 3. Continuous lines refer to 𝑃𝑟= 1 while dashed lines 
refer to 𝑃𝑟 = 3. The simulation results and the analytical profiles reported in the work of Na et al. (1999) [72] are also shown. (For interpretation of the colors in 
the figure(s), the reader is referred to the web version of this article.)

of the turbulent fluctuations are used to visualize the turbulent flow 
field. We can observe the wide range of scales and shapes that character-

ize the drops: from very small and almost undeformed spherical droplets 
to very large drops characterized by a complex three-dimensional shape. 
To quantify the number of small and large drops, we compute the drop 
size distribution. Results are shown in Fig. 8𝑏 with red circles. The drop 
diameter is normalized using the Kolmogorov-Hinze scale, which iden-

tifies the critical diameter below which a drop/bubble will not undergo 
breakage according to the KH framework [68,69], while the distribu-

tions are reported in arbitrary units for the sake of comparison with 
archival literature data. The analytical scaling laws [70], 𝑑−3∕2 and 
𝑑−10∕3, for the coalescence-dominated regime (drop smaller than the 
KH scale) and breakage-dominated regime (drop larger than the KH 
scale) are also reported as reference with dashed and continuous lines, 
respectively. Archival literature data on drop/bubble size distribution 
obtained from experiments and simulations of drop/bubble fragmenta-

tion in turbulent flows are also reported. Specifically, the datasets are 
obtained from: i) experiments of Deane & Stokes (2002) [60], Blenk-

insopp & Chaplin [61] and Callaghan et al. 2014 [62]; ii) simulations 
of Deike et al. (2016) [63], Mukherjee et al. (2019) [64], Di Giorgio et 
al. (2023) [65], Crialesi-Esposito et al. (2023) [66] and Cannon et al. 
(2024) [67]. In general, we can observe that in the breakage-dominated 
regime (drops larger than the Kolmogorov-Hinze scale), FLOW36 results 
are in good agreement with previous experimental and numerical re-

sults. This confirms the capabilities of interface capturing methods (e.g. 
phase-field method) in describing the breakage of drops and bubbles 
[8,9,71]. Moving to the coalescence-dominated regime (drops smaller 
than the Kolmogorov-Hinze scale), we can observe that experimental 
and numerical data are more scattered and is difficult to infer on the 
correct behavior. This discrepancy can be traced back to the difficulty 
in describing coalescence events, which are controlled by the small-scale 
physics of the interface. Please refer to Soligo et al. (2021) [9] for fur-

ther discussion on this point, which is beyond the scope of the present 
paper. FLOW36 results reported in Fig. 8 refer to a matched-density and 
viscosity case, as also considered in most of simulation results reported. 
Results for non-unitary density and viscosity ratios can be found in Roc-

con et al. (2017) [21] and Mangani et al. (2022) [22].

5.4. Heat transfer in turbulent channel flow

We consider here the validation of the heat transfer module by study-

ing the dynamic of a passive scalar in a turbulent channel flow. The com-

putational domain is a closed channel with dimensions 𝐿𝑥 ×𝐿𝑦 ×𝐿𝑧 =
4𝜋ℎ × 2𝜋ℎ × 2ℎ corresponding to 𝐿+

𝑥
× 𝐿+

𝑦
× 𝐿+

𝑧
= 1885 × 942 × 300

wall units. The governing equations are discretized on a grid with 
𝑁𝑥 ×𝑁𝑦 ×𝑁𝑧 = 256× 256× 257 collocation points. The shear Reynolds 
number is set equal to 𝑅𝑒𝜏 = 150 to match the cases reported by Na et 
al. 1999 [72]. Heat transfer is driven by the temperature difference be-

tween the two walls: no-slip boundary conditions are imposed for the 

flow field while the temperature of the two walls is imposed. Heat is 
considered as a passive scalar and thus the temperature field does not 
influence the density and/or viscosity of the fluid [73].

Two different values of the Prandtl number are considered: 𝑃𝑟 = 1
and 𝑃𝑟 = 3. Simulations start from a flow field obtained from a previ-

ous direct numerical simulation of a turbulent channel flow and with a 
zero temperature field. After a transient, the temperature reaches a new 
steady-state configuration where heat is supplied from the top of the do-

main (hot wall) and is discharged at the bottom (cold wall). To validate 
the implementation of the heat transfer module, we compute the mean 
temperature profiles and the root mean square (RMS) of the tempera-

ture field. Results are shown in Fig. 9 for the two values of the Prandtl 
number considered: 𝑃𝑟 = 1 (continuous) and 𝑃𝑟 = 3 (dashed). The sim-

ulation results obtained by Na et al. (1999) [72] are also reported as 
well as the analytical profiles. The analytical profiles are obtained us-

ing the following parameters: 𝑘𝜃 = 0.22 and 𝐵 = −1.0 for 𝑃𝑟 = 1 and 
𝑘𝜃 = 0.21 and 𝐵 = 14.7 for 𝑃𝑟 = 3 [72,74]. For both statistics, we ob-

serve a very good agreement with previously published data and with 
the theoretical profiles. Overall, this confirms the correct implementa-

tion of the heat transfer module in FLOW36 and the accuracy of the 
pseudo-spectral discretization.

5.5. Particle-laden turbulent channel flow

Finally, we present the validation of the Lagrangian particle track-

ing algorithm. For this purpose, we consider the benchmark reported 
by Marchioli et al. (2008) [75], whose parameters are briefly recalled 
here. We consider a turbulent channel flow at a shear Reynolds num-

ber equal to 𝑅𝑒𝜏 = 150. The computational domain is a closed chan-

nel with dimensions 𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧 = 4𝜋ℎ × 2𝜋ℎ × 2ℎ corresponding to 
𝐿+

𝑥
×𝐿+

𝑦
×𝐿+

𝑧
= 1885×942×300 wall units. The governing equations are 

discretized on a grid with 𝑁𝑥 ×𝑁𝑦 ×𝑁𝑧 = 128 × 128 × 129 collocation 
points. The turbulent flow is laden with 3 sets of particles; each set is 
composed by 105 particles and it is characterized by a different Stokes 
number, ratio between the particle relaxation time and the flow time 
scale. In particular, we consider the following Stokes numbers: 𝑆𝑡 = 1, 
𝑆𝑡 = 5 and 𝑆𝑡 = 25. The particle-to-fluid density ratio is set equal to 
𝜌𝑝∕𝜌1 = 769 for all cases. For this test case, the only force acting on the 
particle is the Stokes drag, adjusted using the Schiller-Naumann cor-

rection [33] to account for the particle Reynolds number effect. The 
simulation starts from a uniform random distribution of particles and 
after a transient (about Δ𝑡+ = 20000), the particles reach a new equilib-

rium distribution.

Fig. 10𝑎 shows a rendering of the particles (blue) in the turbulent 
channel flow (rendering of the instantaneous streamwise velocity). From 
the qualitative picture, we can notice how particles tend to accumulate 
in the near-wall region of the channel. To characterize the accumula-

tion, we compute the concentration of particles along the wall-normal 
direction. To be consistent with Marchioli et al. (2008) [75], Lagrangian 
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Fig. 10. Panel 𝑎 shows a volume rendering of 105 Lagrangian particles dispersed in a turbulent channel flow for 𝑆𝑡 = 1. Three sets of 105 particles are injected; 
particles are characterized by three values of the Stokes number: 𝑆𝑡 = 1, 𝑆𝑡 = 5 and 𝑆𝑡 = 25 and a density ratio equal to 𝜌𝑝∕𝜌1 = 769. The accumulation of the 
particles near the two walls can be qualitatively appreciated. Panel 𝑏 shows the resulting concentration profiles along the wall-normal direction for the three Stokes 
numbers considered. Present results (red) are in good agreement with those included in the benchmark reported in Marchioli et al. (2008) [75].

statistics are computed by averaging over 𝑁𝑠 = 193 wall-parallel fluid 
slabs distributed non-uniformly along the wall-normal direction. The 
thickness of the 𝑠-th slab, Δ𝑧+, was obtained by means of hyperbolic-

tangent binning with a stretching factor equal to 𝛾 = 1.7:

Δ𝑧+(𝑠) =
𝑅𝑒𝜏

tanh(𝛾)

[
tanh

(
𝛾𝑠 
𝑁𝑠

)
− tanh

(
𝛾
𝑠− 1
𝑁𝑠

)]
. (64)

A particle is assigned to a slab if its center is located inside the slab. 
A time window equal to Δ𝑡+ = 2000 is used to compute the statistics. 
In Fig. 10𝑏, the resulting concentration profile is shown normalized by 
the initial concentration profile 𝐶0 (uniform concentration) using red 
circles. The concentration profiles reported in Fig. 6𝑎 of Marchioli et 
al. (2008) [75] are also included as reference. These profiles refer to the 
different research groups (and codes) that contributed to the benchmark: 
University of Udine (labeled UUD in the original paper), Technische 
Universiteit Eindhoven (labeled TUE in the original paper), Technische 
Universiteit Delft (labeled TUD in the original paper) and University 
of Nancy (HPU in the original paper). We can observe that the present 
results (red circles) well align with the reference concentration profiles. 
Some minor differences can be only observed in the near-wall region; 
these differences can be traced back to the different schemes used for 
the flow field interpolation, particle tracking, and flow solver.

6. Conclusions

We detail the characteristics and features of FLOW36, a pseudo-

spectral code suitable for large-scale simulations of multiphase flows 
on heterogeneous computing architectures. The code employs direct 
numerical simulation of the Navier-Stokes equations coupled with a 
phase-field method to describe interface shape, topological changes and 
the presence of surfactants. Additionally, it features transport equations 
to model heat transfer problems and Lagrangian particle tracking in mul-

tiphase turbulence.

The governing equations are solved using a pseudo-spectral method. 
In particular, the Eulerian variables are transformed into wavenumber 
space via Fourier representations in the periodic homogeneous direc-

tions, 𝑥 and 𝑦, and Chebyshev polynomials in the wall-normal (non-

homogeneous) direction, 𝑧. Non-linear terms are evaluated in the phys-

ical space thus avoiding costly convolution operations in the Fourier 
space. The system of governing equations is advanced in time using an 
implicit-explicit strategy.

The code has been developed with the specific goals of simplifying 
code maintenance, ensuring portability of the code performances, and 
unifying both CPU- and GPU-ready versions. To achieve these ambi-

tious goals, the code relies on two levels of parallelism: i) a 2D do-

main decomposition via MPI is used to divide the workload among 
the MPI tasks (CPU-only version); ii) a hybrid MPI + X parallelization, 
which builds on the existing MPI 2D domain decomposition and relies 

on OpenACC directives and CUDA libraries (cuFFT) to accelerate code 
execution on GPU-based computing infrastructures (CPU + GPU version). 
The code exploits the managed memory feature (based on the CUDA 
Unified memory concept) to facilitate maintenance and to avoid the 
explicit definition of data transfers between CPU and GPU memories 
(when GPU-accelerated computing infrastructures are used). This fea-

ture heavily simplifies the development of new modules/features, their 
debugging and validation.

Future developments will focus on the optimization of FLOW36 for 
GPU-accelerated architectures. In particular, the focus will be on im-

proving strong scaling results in GPU-accelerated clusters, employing 
for instance the cuDecomp library [76] as well as extending the support 
to GPUs from different vendors exploiting the unified memory feature 
recently introduced for AMD GPU architectures [77,78] together with 
the rocFFT library [79].
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