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Abstract

In this work, we present an original numerical approach developed to evaluate injection performances of a new injection system (More
s.r.l.�) designed for siderurgic applications. The system exploits a supersonic jet of oxygen to inject carbon particles into the slag. A precise
characterization of the injection process by experimental analysis is extremely difficult and costly because of the complex chemico-physical
mechanisms controlling transport, burn-out and devolatilization of carbon particles inside the oxidizing, high temperature environment of the
electric arc furnace. In this work, we use numerical simulations to test and characterize injector performances for conditions corresponding to
a 120 ton capacity electric furnace. We exploit the best available, state of the art numerical techniques to characterize the fluid-dynamics and
chemico-thermal environment seen by carbon particles, which we couple to ad hoc research tools (Lagrangian tracking routines and complex
chemistry schemes) to reproduce carbon consumption due to thermally and chemically controlled kinetics. These data are used to analyse the
factors controlling injector performances, to identify a most critical configuration of the injector in the furnace and to obtain a conservative
estimate of the injection yield of carbon particles. The performances of the injection device are evaluated in two different geometries and for
three different types of carbon particles. Numerical results confirm that the supersonic injection promotes high injection yields: (i) by decreasing
drastically the residence time of carbon particles inside the furnace and (ii) by modifying the hot reacting environment seen by carbon particles.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Multiphase reacting jets are widely used in industrial appli-
cations (from fuel burners to spray driers, to cite a few) and
often represent critical steps in the industrial process, where
large improvements can be obtained by jet performance opti-
mization (Pallares et al., 2005; Yin et al., 2004). Experimen-
tal analysis of these systems is made difficult by the complex
chemico-physical processes controlling transport and reaction
of species injected with the jet. Computational analysis offers
as a cost-effective alternative to improve design and/or aid the
characterization of new devices, with two main advantages: (i)
performances can be tested under controlled conditions from
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the early stages of design onward, and (ii) the effect of many
parameters can be considered at a reduced cost with respect to
the traditional experimental tests.

In this work, we present the numerical methodology de-
veloped and adopted to evaluate precisely performances of a
“new concept” powder-injection system designed for the steel-
making industry. The new Hi-Jet powder injector (More s.r.l.�)
is designed: (i) to work as a burner in the early stages of the
melting process and (ii) to inject carbon particles to control the
chemical (and fluid dynamic) properties of the slag in the later
stages. In the traditional design practice, these two tasks are
performed separately by a burner and a high velocity lance: the
burner feeds oxygen and methane to sustain combustion and
produce heat; the lance uses a high velocity air jet to drive car-
bon particles toward the slag. In this configuration, due to the
radial spreading of the air jet, carbon particles disperse into the
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Table 1
Field test results: performances with traditional injector and with Hi-Jet injector

Traditional injector New-concept Hi-Jet injector

Operating results
Electric energy (kWh/m ton l.s.) 365 352
Power on time (min) 31 31
Electrode consumption (kg/m ton l.s.) 1.1 1.1
Total oxygen (N m3/m ton l.s.) 43. 43.3
Total natural gas (N m3/m ton l.s.) 5.5 6.1
Total carbon (kg/m ton l.s.) 28.4 26.3
Charge lime + Dolo (kg/m ton l.s.) 27. 23.3
Tap temperature (◦C) 1640 1650

Quality/metallurgical results
Production yield (tons produced/tons charged) 92% 94%
Tapping carbon 0.035% 0.035%
Tapping oxygen (ppm) 750 750
Fe content in slag (%) 28% 22%
Metallic charge composition 86% scrap, 14% pig iron 96% scrap, 4% pig iron

m ton l.s. = millions of tons of casted liquid steel.

high temperature furnace environment, where they can burn or
volatilize, thus decreasing the injection efficiency. In the “new-
concept” injector, the oxygen jet issued by the burner is re-
designed to promote also injection of carbon particles. This is
obtained by the coaxial arrangement of streams. During injec-
tion, the inner air jet carrying the carbon particles is surrounded
by an annular coaxial high velocity oxygen jet. An outer coax-
ial flux of methane can also be used to improve injection yield
(shrouding effect). Annular nozzle sections are designed to ob-
tain sonic flow for methane and supersonic flow for oxygen.
The coaxial arrangement of streams has proven to be useful
to control mixing of species in a number of industrial appli-
cations. Many experiments (see Villermaux and Rehab, 2000;
Balarac and Si-Ameur, 2005, among others) have shown that,
when the outer high velocity (yet subsonic) jet is dominating,
the fluid issuing from the central jet remains confined. A sim-
ilar effect is expected here. Specifically, the effect of the su-
personic oxygen jet on carbon particle injection is twofold: (i)
it accelerates the particle laden air stream up to very large ve-
locities; (ii) it reduces particle radial dispersion, confining and
focusing particles during their flight toward the slag. These two
effects are expected to increase carbon particle injection yield.
Yet, for particles entrained by the oxygen-rich driving jet, the
probability of burning and devolatilization may increase sig-
nificantly, reducing in turn the injection yield. Therefore, an a
priori evaluation of the injection yield which can be potentially
achieved by the new injector is necessary.

Experimental evaluation of carbon particle injection yield on
real operating furnaces is extremely costly and usually gives
only a macroscopic indication of injection efficiency (i.e., car-
bon powder consumption over a given time period). Table 1
summarizes typical experimental data collected by field tests
performed in a steel-making facility in Belgium (Duferco La
Luvriere S.A.). Results refer to improvements in production
performance (referred to million tons of casted steel) obtained
switching from a traditional injection system to the new Hi-Jet
system. Among the quantities which can be used to get indi-
rect measurements of improvement in injection performances,

the following have been considered: (i) production yield, i.e.,
percent of casted steel over scrap charged; (ii) ferrum con-
tent in slag, i.e., percent of metal lost as oxide in slag and
(iii) metallic charge composition, i.e., relative amount of scrap
and pig iron used as input. Pig iron is characterized by a high
carbon content, is more expensive, and can be reduced in the
charge only if carbon is efficiently feeded by the injector. Field
test indicates modification of the charge composition, together
with an increase in production yield and a reduction in ferrum
content of the slag. These information are useful to indicate
process improvements, and yet insufficient to develop strate-
gies for optimization of the injection system. In this work, we
evaluate the injection yield of the new device by performing
full three-dimensional numerical experiments to simulate typi-
cal operating conditions in a furnace. We consider: (i) different
chemical properties and particle size distributions for injected
carbon and (ii) different arrangements of the injector into the
furnace (different distances from the slag) with the final aim
of identifying a most critical configuration for the injector
and obtaining a conservative estimate of the carbon particle
injection yield.

The numerical problem is intrinsically complex because
of multiphase flow, supersonic/sonic/subsonic flow transition,
chemical reactions and many concurring heat transfer mech-
anisms. Furthermore, the chemistry of carbon particles must
be described precisely to obtain reliable estimates of injection
yields. At present, there is no methodology available from the
shelf able to describe all these concurrent phenomena at a rea-
sonable cost. The specific strategy adopted here to set up the
numerical experiments is based on the precise fluid dynamic
characterization of the reacting environment and on a chem-
ically oriented approach which allows to use comprehensive
detailed kinetic schemes for carbon particles reaction (Falcitelli
et al., 2002). The methodology works as follows: first, we use
state of the art numerical techniques to characterize the flow
field generated by the coaxial supersonic jet issuing in the fur-
nace. We consider the transport of the main chemical species
and the minimum set of chemical reactions necessary to get
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a picture of the chemico-thermal environment contributing to
carbon particle oxidation and devolatilization. Second, we use
Lagrangian tracking to derive detailed information about the
environment seen by particles travelling inside the furnace.
Third, we use these detailed information to build a simplified
fluid dynamic model of the reacting environment in which
more complex chemistry models for the gas phase and carbon
particles are implemented (reactor network analysis (RNA)).
The coupling of basic combustion modeling by the flow solver
and ideal chemical reactor networks (RNA) has already been
reported in previous literature (Niksa and Liu, 2002, among
others). The present work represents a further contribution in
this field, demonstrating that CFD + RNA modeling method-
ology is mature for process studies of industrial, multiphase,
hot reacting systems.

The paper is organized as follows: first, we describe the
different configurations investigated—including one furnace
(120 ton capacity) and two positions of the injector—and
working conditions for the injector—flow rates, carbon par-
ticle size distributions and chemical properties of carbon—;
second, we discuss the numerical methodology, including the
domain discretization, the modelling assumptions and nu-
merical algorithms; third, we present the results, focusing
on carbon particle injection yields, i.e., fraction of injected
carbon reaching the slag (i.e., not volatilized and burnt dur-
ing the flight toward the slag) and we evaluate the effect
of injector position, carbon particle size distribution and
chemical properties; finally, we summarize the conclusions of
our analysis.

2. Problem and data

2.1. Reference configuration

The reference geometry analysed in this work is shown in
Fig. 1, together with a close-up of the injection device.

Fig. 1. (a) Dimensions and discretization of the computation domain for the numerical simulation; (b) detail of the injection system: particle laden air jet is
issued from blue pipe, supersonic oxygen jet is issued from red pipe and sonic flow of methane is issued from green pipe.

The injector is installed in a 120 ton capacity electric arc fur-
nace (EAF). Furnace diameter and height are 6.9 and 3.640 m,
respectively, and the furnace is equipped with three electrodes
(102 MW power) and four injectors.

Two different distances of the injector from the slag (L1 =
977 mm and L2=1377 mm) are considered and reference work-
ing conditions as summarized in Table 2. Injection efficiency is
evaluated considering two different size distributions and dif-
ferent types of carbon, summarized in Table 3.

We consider also two external factors influencing carbon par-
ticle injection efficiency, i.e.: (i) air uptake from the top cover
of the electric furnace and (ii) radiation effects from furnace
walls, electrodes and slag (see Table 4). For point (i), we place
the carbon injector below the air uptake (fourth hole) to sim-
ulate the worst condition for jet deformation, in which smoke
extraction from the furnace may entrain and separate particu-
late carbon from the jet stream. As shown in Fig. 1, we model
the fourth hole as a rectangular section (in green), equivalent
in area to the circular section found in real installations. We
verified that this simplification has no consequences on the de-
formation of the jet due to the smoke extraction system. For
point (ii), we simulate explicitly carbon particles moving to-
ward the slag which may burn or volatilize when exposed to
high temperatures, considering also radiation effect and heat
transfer inside the EAF.

2.2. Geometry and computational domain

Fig. 1(a) shows the portion of the furnace considered to per-
form the numerical simulations. Fig. 1(b) shows a close-up of
the supersonic injector which is composed by three different
ducts. The outer (green) duct feeds the methane; the intermedi-
ate (red) duct feeds the oxygen and the inner (blue) duct feeds
the air flow laden by carbon particles.

The furnace is equipped with four of these injectors. Due to
the complexity of the furnace geometry, we simulate only 45◦
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Table 2
Mass flow rates and stagnation conditions for the streams feeding the injector

Mass flow rate
(N m3/h)

Stagn. temp. (K) Stagn. press. (bar)

Methane 80 288.8 1.046
Oxygen 2900 289.02 12.9
Air 80 288 –

Carbon particles 27 kg/min –

Mass flow for carbon particles.

Table 3
Particle size distributions and properties of carbon particles

Size distribution

Rosin–Rammler A Rosin–Rammler B

Dmin 0.106 mm 0.1 mm
Dmax 2. mm 3. mm
Dave 0.295 mm 1.85 mm
n 2.378075 3.356697
Shape factor 0.7 0.7

Carbon properties

Petrolcoke Anthracite

�C 1400 kg/m3 1400 kg/m3

Hinf 8176 kcal/kg 7600 kcal/kg
Hsup 8365 kcal/kg 8500 kcal/kg
mv/m% 13.07 7.5
Fixed carbon 86.61 87.7

Table 4
Data used to model the effect of external factors affecting particle injection
efficiency

Boundary conditions

Air uptake Flow rate 65,000 (N m3/h)

Radiative effects Wall temperature 1673.15 K
Top temperature 1673.15 K
Slag temperature 1923.15 K
Wall and slag emissivity 0.7
Electrode emissivity 0.8
Electrode temperature 980–2380 K

of the furnace, i.e., the minimal periodical portion extending
from the injector symmetry plane to the plane in between two
injectors. The liquid steel and electrodes are not included in the
computational domain.

The domain is bounded: (i) by the slag (blue region) at the
lower side; (ii) by the top wall and by the exhaust extraction
section (in green) at the upper side and (iii) by a section en-
closing the electrodes at the inner radial side.

The computational domain shown in Fig. 1 is made of about
340,000 cells. The mesh is finer near the injector to simulate
precisely the gradients of velocity, temperature and mass frac-
tion profiles which are largest in this region.

Additional boundary conditions used to set up the numeri-
cal simulation are: (i) symmetry plane at the jet middle plane;
(ii) no-slip boundary condition for gas velocity at solid walls;
(iii) fixed pressure (1 atm) on the side surface; (iv) fixed tem-
perature profile and emissivity values for radiative heat trans-
fer at the walls, at the surface enclosing the electrodes and
at the bottom surface (Guo and Irons, 2003); (v) fixed mass
flow rate for oxygen, methane and air at the injection point;
(vi) fixed outgoing mass flow rate (65, 000 N m3/h) at the
smoke exit.

3. Methodology

The problem under study is characterized by: (i) multiple
streams of different gases (air, methane, oxygen) feeded into
an atmospheric air environment; (ii) supersonic/sonic condi-
tions for some of the streams; (iii) chemical reaction between
oxygen and methane; (iv) heat transfer/production affecting
fluid dynamic behaviour of the flow; (v) multiphase flow and
complex kinetics for carbon particles injected and moving in
a reactive environment (high temperatures and large oxygen
mass fraction). Since there is no methodology available from
the shelf able to describe all these concurrent phenomena pre-
cisely and at a reasonable cost, all these points have been ad-
dressed using state of the art techniques for the modelling, based
on a commercial finite volume solver of Navier–Stokes equa-
tions (Star-CD�) coupled to ad hoc research tools (Lagrangian
tracking routines and detailed kinetic models for carbon par-
ticles). The methodology is discussed briefly in the following
sections.

3.1. Flow field, thermal field and scalar field calculation

The flow generated by a coaxial arrangement of streams
has been extensively studied in the literature, both in the case
of incompressible fluid (see Rehab et al., 1997; Balarac and
Metais, 2005, among others) and in the case of compress-
ible fluid (Dahal and Morris, 1997). The flow is controlled
by the growth rate of the shear mixing layer at the interface
between the inner and the outer jet. Very accurate experiments
or numerical analyses are required to capture the time depen-
dent nature of this flow (see, for instance Pantano and Sarkar,
2002; Freund et al., 2000). Yet, these approaches cannot be
used here, where the supersonic jet is simulated inside a com-
plex environment corresponding to the electric arc furnace. A
simplified numerical approach based on a commercial finite
volume solver of RANS equation has been used. The flow
is compressible and simulated as an ideal mixture of gases.
Equations governing mass, momentum and heat transfer in
the EAF are Navier–Stokes equations and chemico-thermal
enthalpy balance. Equations are solved for a carrier fluid (air)
and turbulence effects are accounted for using a k–� turbulence
model (Patankar and Spalding, 1972). In coaxial supersonic
flows, the turbulence field is affected by the velocity ratio of
streams, by the relative difference in velocity and by compress-
ibility effects (density ratio of streams) which may contribute
in suppressing turbulence at the interface between streams
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(Urban and Mungal, 2001). This effect has been accounted for
using a modified k–� model in which a correction for com-
pressibility is added (see Sarkar et al., 1991). Equations are
used together with ideal gas law to link pressure and density
to local temperature of the compressible fluid.

In this work, the flow field produced by the cold super-
sonic jet of oxygen is modified by the chemical reactions of
oxygen with: (i) methane issued by the outer coaxial jet and
(ii) carbon mono-oxide already present in the furnace or pro-
duced from methane combustion. Mixing between reactants
controls the rate of reaction and heat production in the re-
gion of the supersonic reacting jet. Heat released by these two
reactions may contribute to gas density reduction producing
further acceleration of the jet. Furthermore, the jet region is
coupled with the outer computational domain through radia-
tive effects, both from the flame to the surrounding and from
the radiative surfaces (side wall, slag, electrodes) back to the
flame. It is really complex to make the problem numerically
tractable by a CFD code, retaining all the relevant phenomena.
In this work, we decided to simplify the chemistry consider-
ing a reduced reaction scheme for methane oxidation which is
written as:

CH4 + 1.5O2 → CO + 2H2O, (1)

CO + 0.5O2 → CO2. (2)

Conservation of mass is solved for each relevant chemical
species. Reaction rates are calculated using the Eddy Break up
model (Magnussen and Hjertager, 1981), considering that the
rate-controlling mechanism may be either the chemical kinetics
or the turbulent mixing. In this way, we try to take into account
the effect that local micro-mixing may have in the determina-
tion of the rate of reaction (Marchisio and Barresi, 2003). The
two steps approximation used to model the combustion process
is rather crude and does not allow to simulate precisely im-
portant characteristics of methane oxidation, as mass fraction
of secondary species and flame temperature. Specifically, the
adiabatic flame temperature is over-predicted when dissocia-
tion of chemical species is significant and is not accounted for.
Thermodynamic calculations indicates that the adiabatic flame
temperature calculated for the methane/oxygen reactions when
dissociation of species is taken into account is Tad = 3053 K
(Baukal, 1998). The dissociation of CO2 and O2 (both of which
are strong endothermic reactions) is indeed significant (Li and
Fruehan, 2003) at this temperature (molar concentration at equi-
librium is 15.5% CO, 11.3% CO2, 4.8% H, 7% H2, 40% H2O,
3.8 % O, 9.9% OH and 8.1% O2 from Baukal, 1998). Tem-
perature values calculated by our numerical simulation under
operative conditions (i.e., radiative effects to and from walls of
the furnace), should not be larger than the adiabatic value, Tad.
In this work, we are not concerned with the detailed chemistry
of the methane and carbon mono-oxide combustion processes,
whereas we need to simulate precisely the gas temperature to
account for variations in gas density and velocity which con-
trol the transport of carbon particles. Therefore, we decided to
bound the temperature increase due to the heat of reaction re-
ducing numerically the reaction rate when the temperature rises

up to Tad, keeping the number of simulated species as low as
possible. From the fluid dynamic point of view, this allows to
reproduce a realistic thermal field, containing the costs of the
simulation.

3.2. Lagrangian particle tracking

For injection conditions examined in this work, it is difficult
to evaluate a priori whether the gas particle flow is concen-
trated or diluted. From data shown in Table 2, the mass loading
is about 16 in the pipe feeding carbon particles and decreases
to 0.42 if we consider carbon particles entrained in the super-
sonic jet flow. Volume fractions are 1.4% in the feeding pipe
and 0.0384% in the jet, indicating a particle interspace distance
from 3 to 10 times the particle diameter. Therefore, real con-
ditions correspond to a dense flow in the feeding pipe which
becomes diluted as soon as particles enters the EAF and are
accelerated by the supersonic jet. Since we are concerned with
particle transport inside the EAF, we assume that particles en-
tering the furnace are dilute enough to consider particle/particle
interaction negligible and to neglect particles feed back on the
fluid (one-way coupling). Motion of carbon particles in the car-
rier fluid is simulated by solving the momentum equation for
each single particle, given by

mp

dvp

dt
= FD + FG + FB + FL + FBs + FPG + FV M , (3)

where, mp is particle mass, vp is particle velocity and terms on
the RHS represent drag, gravity, buoyancy, lift, Basset, pres-
sure gradient and virtual mass forces. In particle-laden flows,
the key parameter controlling dispersion is the Stokes number
(St), i.e., the ratio between the particle aerodynamic response-
time and the relevant flow time scale. In this work, the relevant
flow time scale is given by the supersonic injector diameter di-
vided by the supersonic jet velocity (about 10−4 s). According
to many previous works (see, for instance, Chung and Troutt,
1988; Loth, 2000; Campolo et al., 2005), the study of the or-
der of magnitude of the forces acting on particles based on the
equation of motion derived by Maxey and Riley (1983) reveals
that, compared to the inertial term which is O(1), the drag
force is O(St−1), the virtual mass and the pressure gradient
are O((�/�p)1) and the Basset force is O((�/�p)1/2), where
� and �p are fluid density and particle density, respectively.
In our work, �/�p � O(10−3) and St based on the reference
time scale for the fluid, is in the range [100/102]. Therefore,
for the specific flow system examined here, virtual mass is
negligible (O(10−3)), drag is significant (O(10−2.1)), Basset
force is negligible (O(10−2)) at least for the smaller particles.
From a conservative estimate of the time of flight (ttravel �
L/Uair = 8.5 × 10−3 s), we decided to neglect gravity since
the contribution of gravitational acceleration to particle vertical
motion is negligible (less than 0.1%) with respect to the verti-
cal motion produced by the starting component of downward
velocity. Therefore, for a carbon particle in a gaseous stream all
the forces on the RHS except the drag force may be neglected.
Under these assumptions, the equation of particle motion may
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be written as

dvp

dt
= 3

4

CD

Dp

�

�p

‖v − vp‖(v − vp), (4)

where t is time, vp, Dp and �p are particle velocity, diameter
and density, respectively, v and � are fluid velocity and den-
sity and the drag coefficient, CD , is a function of the particle
Reynolds number, Rep = �Dp‖v − vp‖/�, which depends on
the (instantaneous) relative difference between particle velocity
and fluid velocity at the particle position.

In this work, the calculation of the drag coefficient should
take into account two different effects: (i) particles move into
a supersonic flow; (ii) carbon particles are not spherical (shape
factor 0.7). We should remark here that both these effects con-
tribute by increasing the drag coefficient. Compressibility ef-
fects can be evaluated using the correlations derived by Carlson
and Hoglund (1964). Shape factor effects can be evaluated us-
ing the correlations derived by Haider and Levenspiel (1989)
and discussed in Crowe et al. (1998). Corrections are of the
same order and there is no reference in the literature on the
way they should be combined together. Therefore, to be con-
servatives in our simulations, we decided to account for shape
factor modifications only and the drag coefficient is calculated
as Cns

D = CD · Kf (�, Rep) where Kf is the effective drag fac-
tor. In this work, we consider a particle shape factor equal to
0.7 and Kf is taken from Crowe et al. (1998).

Particle equation is discretized using finite-differences and
integrated explicitly in time using a time step which is 1/20
of the smallest particle characteristic time, �p = �pD2

p/18�.
Tri-linear interpolation of fluid velocity values available at grid
points is used for the calculation of drag force which requires
evaluation of fluid velocity at particle position. Since the flow
is turbulent, the instantaneous fluid velocity at particle posi-
tion is obtained from the calculated flow field and from the
local turbulence field (turbulent kinetic energy and turbulent
dissipation) using the eddy interaction model by Gosman and
Ioannides (1983) and Graham (1998).

The size distribution of carbon particles injected into the
furnace determines their behaviour in the external flow. Table 3
summarizes distributions analysed in this work. Specifically,
we track many classes of particles with diameter in the range
[Dmin.Dmax]. For each class of particles, we use trajectory
data to calculate the radial dispersion and the time of flight
distribution. Statistics for the swarm are reconstructed from
results obtained for each class of particles weighted by the
corresponding mass particle size distribution (see Table 3).

3.3. Reactor network analysis

For modelling purposes, carbon particles are described in
terms of a solid fraction, a volatile fraction and an ash forming
fraction. For carbon particles injected by the jet and moving
toward the slag, solid and volatile fractions are reduced by: (i)
char combustion and (ii) devolatilization, which contribute in
parallel to mass consumption. The chemical environment seen
by carbon particles plays a significant role for the determi-
nation of reaction rates. It can be reproduced precisely using

complex gas phase reaction mechanisms (i.e., a core hydro-
carbon combustion model, as developed by Ranzi et al., 2001,
nitrogen sub-mechanisms, as developed by Coelho et al., 2001
and additional mechanisms if required by the specific applica-
tion). Then, char combustion can be evaluated solving the mass
and thermal balance written for the particles and devolatiliza-
tion can be modelled as a single first order reaction (SFOR) con-
sidering the detailed thermal history of particles. Introducing
such complex kinetics in detailed three-dimensional numerical
simulations is not cost-effective, since hundreds of chemical
species or radicals and thousands of chemical reaction should
be considered for the gaseous phase. An alternative, effective
approach successfully used in the literature is RNA: based on
the results of numerical simulations, the fluid dynamic domain
is simplified by an automatic zoning algorithm as an equivalent
network of ideal, perfectly stirred, reactors. Detailed homoge-
neous and heterogeneous reaction mechanisms are then applied
over the reactor network to perform accurate calculation of gas
phase reactions, char combustion and carbon devolatilization
to evaluate precisely injection yield (Falcitelli et al., 2002).

In the case under study, we use statistics derived from La-
grangian tracking to characterize the environment seen by
carbon particles and to identify the equivalent series of per-
fectly stirred reactors, as shown in Fig. 2. Characteristics of
each reactor (i.e., volume, residence time, temperature and
mass fraction of main species) are determined from the condi-
tions calculated locally by the flow solver. Within each reactor
of the network, homogeneous gas chemistry is coupled with
the heterogeneous chemistry describing carbon particle oxida-
tion through a fundamental formulation of the mass balance
(see Pedersen et al., 1998).

Char oxidation is controlled by diffusion of oxygen toward
the surface of the carbon particle. Char oxidation rate is de-
scribed by a semi-empirical expression given by a 0.5 order
kinetic rate

NC = ks(Pys)
1/2, (5)

where NC is char oxidation rate, (kg C/m2 s), ks is the kinetic
constant, (kg C/m2 s Pa0.5), P is the total pressure and ys is the
oxygen mass fraction at the surface of the particle, combined
with a diffusion resistance

NC = hg ln

(
�/(1 − �) + yb

�/(1 − �) + ys

)
, hg = D

�p

Rp

(
1

1 − �

)
, (6)

where yb is the oxygen mass fraction in the bulk, D is the
oxygen diffusion coefficient, Rp is the particle radius and � is
the number of moles of O2 reacted per mole produced by the
oxidation.

The kinetic constant, ks , is given by

ks = A exp

(
− Ea

RT s

)
, (7)

where A and Ea depends on char composition and are esti-
mated using correlations based on experimental data taken from
Hurt and Mitchell (1992) and Ts is the temperature at parti-
cle surface. Eqs. (5) and (6) are coupled through Ts with the
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Fig. 2. Reactor network analysis (RNA) simplification of real environment.

particle thermal balance equation in which the contribution of
convection, radiation and heat produced by the chemical reac-
tion is accounted for. Eqs. (5) and (6) and thermal balance are
jointly solved by iterations to obtain the instantaneous value of
the surface temperature of the particle, Ts , the rate of reaction,
NC , and the oxygen mass fraction at the surface of the particle,
ys . Reaction rates are calculated for different size particles and
particle size distribution is updated over time as particles move
from one reactor to the other.

Devolatilization is assumed to take place in parallel with char
oxidation. This is a conservative assumption for carbon con-
sumption since in real conditions the volatile flux coming out
from the particle may prevent oxygen diffusion toward the par-
ticle surface, reducing the oxidation. Two different approaches
have been considered to evaluate the effect of devolatilization.
In the first approach, following Badzioch and Hawksley (1970),
devolatilization is modelled as a SFOR process, with a reaction
rate proportional to the amount of volatile matter still remain-
ing in the coal:

dV

dt
= kv(V

∗ − V ), (8)

where V is volatile mass released at time t and V ∗ is the ini-
tial volatile content. The rate constant, kv , is correlated with
temperature by an Arrhenius expression

kv = Av exp

(
− Ev

RT p

)
(9)

with Av and Ev pre-exponential factor and activation energy. In
the second approach, a number of different volatile constituents
of coal are considered, for each of which devolatilization is

modelled as a first-order reaction process. Constituents are char-
acterized by a slightly different reaction rate, due to variation
of the activation energy, described by a Gaussian distribution
(DAEM, distributed activation energy model). This model gives
a better representation of coal devolatilization since it captures
the different time scales of the process (Please et al., 2003). The
overall mass of volatile matter is calculated by integration of
the volatile mass released by the different constituents, which
can be written in a simplified form as

dV

dt
= 〈k〉(V ∗ − V ), (10)

where 〈k〉 is a time dependent rate constant. With respect
to Pedersen et al. (1998), some novel characteristics of the
solver for heterogeneous chemistry are: (i) a huge number of
size/burnout classes for char particles; (ii) the characterization
of each char particle by its ash forming matter; (iii) the use of
an integral (rather than differential) population balance; (iv)
the possibility of specifying a slip between gaseous and solid
time contact for each size/burnout class, and (v) the solution
of the system of equations at the same time in both gaseous
and solid phases. We refer to Falcitelli et al. (2002) for a
more detailed description of the simulation of the two-phase
combustion model.

4. Results

Simulations have been performed for two different positions
of the injector in the furnace. Results are discussed into detail
for one configuration (L2) since “a posteriori” analyses have
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shown that this is the most critical configuration to evaluate
carbon particle injection yields.

Flow field, species mass fraction and temperature field are
presented to characterize the furnace environment calculated
numerically. The flow field determines (i) transport and mixing
of chemical species issued by the injector and (ii) transport
and dispersion of carbon particles. In turn, residence time and
chemico-thermal environment seen by carbon particles control
their rate of reaction and devolatilization in the EAF.

4.1. Flow field characterization

Fig. 3(a) shows velocity iso-contours in the jet symmetry
plane for injector position L2. Values range from a maximum of
520 m/s for the supersonic oxygen stream to zero for the outer
flow. The high velocity region generated by the annular oxygen
stream spreads radially as the jet moves into the furnace. The
jet axial velocity reduces progressively as the jet penetrates into
the furnace. When the jet impinges against the slag, expanding
parallel to the slag surface, a high velocity core of the jet (about
320 m/s velocity) is still present. The same trend is observed
for position L1 (not shown here).

The high velocity oxygen jet accelerates strongly the inner,
slower air jet used to inject carbon particles. Fig. 3(b) shows the
variation of jet velocity along the axial coordinate. Negative co-
ordinates correspond to positions inside the feeding pipe. Blue
and red lines correspond to injector position L1 and L2, re-
spectively. For both injector positions, the velocity drops down
at the jet exit where a recirculating zone exists (see the pale
blue zone downstream the nozzle exit in Fig. 3). Further down-
stream, air is strongly accelerated by the high velocity oxygen
jet up to 433 m/s for injector position L1 and up to 430 m/s
for injector position L2 (Mach number about 1.3). The max-
imum velocity, which is obtained 870 mm (L1) and 850 mm
(L2) downstream the nozzle, decreases as the jet approaches
the slag (977 and 1377 mm, respectively). Velocities in other
parts of the EAF are about 5–10 m/s, with larger values in the
regions where the jet entrains outer fluid and where the fourth
hole is extracting air.

4.2. Mass fraction of species

The local flow field at the jet exit controls the transport
of injected species which, in turn, determines the progress of
methane/oxygen combustion. Fig. 4 shows the mass fraction of
oxygen, carbon oxide, carbon dioxide and water in the jet sym-
metry plane for injector position L2. The high velocity oxygen
stream entrains methane (not shown) which mixes rapidly with
oxygen. Due to combustion and excess of oxygen, the mass
fraction of methane becomes almost negligible right down-
stream the nozzle, where all the fuel is burnt. High mass frac-
tion of oxygen is found all along the jet trajectory up to the
slag. Mass fraction decreases from 1.0 (at the nozzle exit) to
0.65 when the jet reaches the slag.

Fig. 4 shows also the mass fraction of CO. Mass fraction in
the outer flow is fixed at 0.4 to represent the atmosphere of the

EAF environment, is zero in the central region of the jet, filled
by oxygen and gradually increases across the jet boundary.
Reaction between oxygen and CO occurs at the outer surface
of the jet, encapsulating the flow of air into an high temperature
envelope which promotes the acceleration of carbon particles
toward the slag (Li and Fruehan, 2003).

The mass fraction of water identifies the regions in the com-
putational domain where the reaction between oxygen and
methane occurs, corresponding to the annular envelope found
at the outer boundary of the oxygen jet. A small quantity of
water forms also in the lower part of the jet. Similarly, the mass
fraction of CO2 can be used to identify the regions where the
second step of the chemical reaction occurs. CO2 forms in the
whole region surrounding the oxygen jet. High mass fraction
of CO2 is found especially in the region below the jet, where
the flow field is characterized by low velocity values and recir-
culation of fluid is observed in the region confined by the jet,
the wall of the furnace and the slag surface.

4.3. Temperature field

Fig. 5 shows the effect of combustion on the temperature
field. Environmental temperature in the EAF is set equal to
1500 ◦C (1773 K). Fig. 5(a) (injector position L2) shows that
the largest temperature values are found in the region where
methane and oxygen burn to produce water. Lower values of
temperature are found in the region where CO and O2 react to
give CO2. The lowest values of temperature are found along the
jet axis, associated with unreacted oxygen. A similar behaviour
is observed for injector position L1. Fig. 5(b) shows the thermal
profile along the jet axis for both configurations. In the jet axis
region, where oxygen is issued at 288 K, the temperature rise
due to combustion and thermal radiation is the same for injector
position L1 and L2 up to 800 mm from the jet exit. Further
downstream, due to the radiative effect from the liquid metal
at the bottom of the furnace, the temperature rises up to 400 K
(L1) and up to 1400 K (L2) as the oxygen moves toward the
slag.

4.4. Carbon particles

4.4.1. Swarm dispersion
For the Lagrangian analysis, we consider the poly-dispersed

swarm of particles made of groups of different size particles,
as prescribed by the Rosin–Rammler distribution. Each class
of particles is tracked over time from the injection point to the
slag. Simulating many groups of particle diameters has two
main advantages: on the one hand, we can characterize the over-
all behaviour of the swarm; on the other hand, we can identify
size-dependent effects which may influence significantly oxida-
tion and devolatilization dynamics. Results of the Lagrangian
analysis are presented both: (i) in aggregated form (with ref-
erence to the particle size distribution) and (ii) for minimum,
maximum and average diameter of the particle size distribution.

Carbon particles are in equilibrium with the air jet (i.e., move
at the same velocity) when they are injected into the furnace



M. Campolo et al. / Chemical Engineering Science 62 (2007) 4439–4458 4447

Fig. 3. (a) Velocity magnitude in the jet symmetry plane (injector position L2); (b) velocity magnitude along the jet axis for injector position L1 and L2. The
slag is at 977 mm (L1) and at 1377 mm (L2), respectively.

and experience a strong acceleration as the air flow is entrained
by the supersonic oxygen jet. Carbon particles response to these
velocity variations strongly depends on particle inertia: due to
the short path to travel, there is no time for the particles to reach
a new equilibrium with the carrier fluid and particle velocity
inside the coaxial jet remains everywhere smaller than the local
fluid velocity.

Fig. 6(a) shows a snapshot of the swarm of particles (Dp =
0.2 mm = 200 �m, i.e., average diameter value of RR-A distri-
bution) superposed to fluid velocity iso-contours. Only a few
particles are shown, colored according to particle velocity. We
observe that 200 �m particles are accelerated from 80 m/s, i.e.,

the air velocity in the duct, to 340 m/s, which is less than the
local fluid velocity.

Fig. 6(b) shows the same particles colored with the
temperature of the background fluid in which they are moving,
superposed to oxygen mass fraction iso-contours. Temperature
and oxygen mass fraction are the main factors controlling (i)
heat transfer to particles moving in the EAF and (ii) rates of
oxidation and devolatilization. Since particles remain focused
around the jet axis, the background fluid sampled by parti-
cles moving in the EAF is the oxygen stream issued from the
nozzle, which is colder than the outer fluid in the furnace.
Moreover, due to the short travel time inside the furnace,
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O2 CO

CO2H2O

Fig. 4. Details of the mass fraction field for O2, CO, H2O and CO2 at the jet symmetry plane. Injector position L2.

conductive, convective and radiative heat transfer are found
to contribute negligibly to particle heating, decreasing the
probability of carbon devolatilization.

Fig. 6(a) and (b) shows that information on particle radial
distribution and velocity distribution are crucial to evaluate ox-
idation and devolatilization of carbon particles, since the radial
dispersion of the jet determines temperature and oxygen mass
fraction seen by particles whereas the evolution of velocity de-
termines the residence time of particles inside the reacting en-
vironment. These effects have been considered to identify the
characteristics of the net of equivalent reactors which have been
used to reproduce in a simple way the EAF environment. Re-
sults from the Lagrangian tracking are discussed here in terms
of: (i) radial dispersion; (ii) residence time distribution since
these informations have been used to size the equivalent net of
reactors.

4.4.2. Radial dispersion and velocity distribution
Particles distribution is uniform in the radial direction inside

the feeding pipe (11.5 mm radius). This distribution changes
as particles move with the jet, spreading radially. Fig. 7 shows
the radial distribution of particles at five different distances
from the point of injection (respectively 250, 500, 750, 1000
and 1250 mm, from bottom to top) and injector position L2.
Data on the left and on the right refer to carbon particle size
distributions RR-A and RR-B, respectively.

Comparison between results obtained for distributions RR-
A and RR-B shows that RR-B particles, which are larger and
therefore more inertial, remain more focused than RR-A par-
ticles. This is expected since larger particles respond less to
local velocity variations and move almost decoupled from the
flow, following their inertia. For both size distributions, the ra-
dial dispersion at 1250 mm, i.e., slightly upstream of the slag,
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is rather small, indicating that particles remain focused into a
narrow region of the jet.

Fig. 8 shows the evolution of the velocity distribution of the
same particles. At inlet, particle velocities for both distributions
are set equal to the air velocity (about 80 m/s). As the parti-
cles move inside the furnace, the drag force accelerates them
toward the local fluid velocity. Comparing results obtained for
distributions RR-A and RR-B, we observe that RR-A particles
accelerate more than RR-B particles since they have a smaller
mean response-time. Nevertheless, since the response-time of
both particle distributions is larger than the time spent into the

furnace, they have no time to reach a new equilibrium with
the fluid, and particles move always slower than the jet fluid.
Compared to injector position L1 (results not shown here), for
position L2 particles gain a larger velocity before reaching the
slag due to a larger time of flight.

4.4.3. Lagrangian characterization of EAF environment
Characteristics of the reactive environment seen by particles

of the two Rosin Rammler distributions are summarized in
Fig. 9. Specifically, the travel time, the thermal field and the
oxygen mass fraction sampled by particles are considered.
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Fig. 6. (a) Velocity of carbon particles in the jet symmetry plane; (b) temperature field at particle positions in the jet symmetry plane and oxygen mass fraction
iso-contours. Injector position L2. Particle diameter is 0.2 mm (average Dp for RR-A).

Fig. 9(a) shows the travel time distributions calculated for
RR-A and RR-B particles and injector position L2. The aver-
age travel time for RR-A particles is smaller than for RR-B

particles and the distribution is more concentrated around the
mean. Table 5 summarizes mean and variance of the travel time
distributions for injector position L1 and L2. Data from the
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Fig. 9. Travel time distribution, thermal history and oxygen history of carbon particles for Rosin–Rammler distribution A: behaviour of particles with minimum,
average and maximum diameter. Injector position L2.

table indicate that carbon particles spend very little time into
the furnace and that larger average travel time corresponds to
larger size particles.

Fig. 9(b) shows the thermal field sampled by particles
from RR-A and RR-B distributions and injector position L2.
Different size particles spread radially into different regions of
the jet, sampling regions of the fluid which are at different tem-
peratures. The temperature of the background fluid sampled
by particle controls: (i) the amount of heat which can be trans-
ferred by convection contributing to particle heating; (ii) the
rate of oxidation and (iii) the rate of devolatilization. Therefore,

thermal characteristics of the background environment should
be reproduced precisely to compute reliable estimates of car-
bon injection yield. Here, they are evaluated from the statistics
obtained from the Lagrangian particle tracking. Statistics are
presented with reference to minimum, average and maximum
diameter using red, green and blue lines, respectively, and
discussed in relation with a value of temperature (T = 500 K)

which fixes the onset of particle devolatilization for the quality
of carbon analyzed in this work. Consider first results obtained
for distribution RR-A. Due to their larger radial dispersion,
minimum size particles sample, in a short time, regions of
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Table 5
Statistics of travel time distribution, temperature and oxygen mass fraction for RR-A and RR-B and all injector positions

Injector position L1 Injector position L2

RR-A RR-B RR-A RR-B

Travel time (s)
Minimum 4.04 × 10−3 4.33 × 10−3 5.18 × 10−3 5.61 × 10−3

Mean 5.36 × 10−3 7.11 × 10−3 6.44 × 10−3 8.69 × 10−3

Maximum 7.18 × 10−3 8.61 × 10−3 8.32 × 10−3 1.05 × 10−2

Variance 4.58 × 10−4 8.38 × 10−4 4.27 × 10−4 9.62 × 10−4

Temperature (K)
Minimum 220 220 220 220
Maximum 480 480 1350 1300
Time T > 500 K 0 0 t > 4–7.2 × 10−3 s t > 4–8 × 10−3 s

Oxygen mass fraction
XO2 < 0.1 t < 1.2 × 10−3 s t < 1.2 × 10−3 s t < 1.1 × 10−3 s t < 1.2 × 10−3 s
XO2 > 0.85 t > 1.7 × 10−3 s t > 1.8 × 10−3 s t > 1.8 × 10−3 s t > 1.8 × 10−3 s

the flow characterized by large temperature variations. Largest
temperatures are found near the slag, at the end of their travel
into the furnace. Average size particles move at a lower ve-
locity in the furnace and take more time to sample the same
regions of the flow; maximum size particles move into high
temperature regions (T �500 K) even more slowly (0.006 s
after injection) and stay there for the last 0.002 s of their
travel. Considering the green line representative of the aver-
age behaviour of the swarm, RR-A particles move into high
temperature regions only during the last 0.001 s of their travel,
i.e., a short time to produce significant heat transfer to the
particles and carbon devolatilization. The situation is modi-
fied for distribution RR-B, for which the average diameter of
particles is larger than in distribution RR-A. Particles stay in
high temperature regions of the fluid (T �500 K) for the last
0.002 s of their travel, like the larger particles in distribution
RR-A. They have more time (yet, still very short) to exchange
convective heat with the surrounding and radiative heat with
the walls of the furnace and slag.

Fig. 9(c) shows the oxygen mass fraction seen by the parti-
cles as a function of time, calculated for distributions RR-A and
RR-B and injector position L2. Statistics are presented again
with reference to minimum, average and maximum diameter
using red, green and blue lines, respectively. We observe that,
as soon as particles are injected into the furnace (t > 0.0015 s),
they move into an oxygen-rich environment. The mass frac-
tion of oxygen is about 0.9 all along their travel. Differences
observed between distributions RR-A and RR-B for sampled
mass fraction of oxygen are negligible, whereas the residence
time of particles changes significantly.

4.5. Coal devolatilization and oxidation in the particle-
laden jet

4.5.1. Identification of conservative conditions for RNA
analysis

The Lagrangian characterization of the reacting environment
shows that: (i) smaller particles, which have the most favorable

surface-to-mass ratio to promote devolatilization and chemical
reaction, spend the smallest time in the furnace; (ii) larger par-
ticles, which spend the largest time in the furnace, have the
less favorable surface to mass ratio to promote devolatilization
and chemical reaction. Therefore, independently from the par-
ticle diameter, carbon particle injection yield may remain high
even if particles move across high temperature and high oxy-
gen mass fraction regions.

Table 5 briefly summarizes detailed results from the numeri-
cal analysis which have been used to identify conservative con-
ditions to run reactor network analysis for carbon particles in
the EAF.

Consider first results obtained for injection distance L1. No
particles reach the temperature levels (> 500 K) necessary for
the onset of devolatilization and oxidation phenomena, inde-
pendently of the size distribution. For this reason, devolatiliza-
tion and combustion of particles will be not analysed further
for injection position L1.

For injection distance L2, larger particles (distribution RR-
B) are those spending more time in regions where the tem-
perature is sufficiently high to start massive devolatilization
and combustion. Nevertheless, the large diameter makes de-
volatilization and combustion less favorable than for smaller
particles. Carbon consumption during the time of flight of par-
ticles is expected to be less important for size distribution RR-B
than for size distribution RR-A. For this reason, devolatiliza-
tion and combustion of particles from RR-B distribution will
be not analysed further in this study.

The configuration which will be studied in detail using RNA
is the EAF-RRA-L2, which represents a conservative case for
the evaluation of carbon consumption—large time of flight for
particles and maximum sampled temperature.

4.5.2. Verification of validity of initial assumptions
Lagrangian characterization of EAF environment has been

obtained from particle tracking statistics assuming that: (i)
the mass of each single particle is conserved; (ii) convective
and radiative heat exchange do not contribute significantly to
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particle heating. Fig. 10 shows temperature and oxygen mass
fraction sampled by average size particles. Error bars are used
to indicate standard deviation of the variables as particles move
inside the EAF. We performed preliminary RNA simulations
to verify that assumptions (i) and (ii) do not introduce severe
error in calculated Lagrangian statistics when the most critical
operating conditions, corresponding to the smallest particles are
considered. These particles are supposed to diffuse outside the
centre line of the jet, being exposed to the most severe thermal
gradients with respect to particles traveling in the center line of
the jet. Furthermore, due to the most favorable ratio between
surface exposed to heating and volume heat capacity, radiative
effects are expected to be the most significant.

To assess the importance of particle heating from convec-
tive and radiative effects and the amount of devolatilization
during the time of flight, we solved the mass and thermal bal-
ance equation for the smallest particle switching on and off the
different terms in the mass and thermal balance. We used em-
pirical correlation for convective heat transfer coefficient, lit-
erature data for coal emissivity and conventional modelling of
coal devolatilization (SFOR and distributed activation energy
model, DAEM). Parameters calculated considering the temper-
ature time history reported in Fig. 10 (the worst case in terms
of thermal treatment severity) (Biagini et al., 2004) are re-
ported in Table 7. These values are exactly those reported in
Pedersen et al. (1998). Since the initial char reactivity depends
on coal properties, correlation between standard coal analysis
and kinetic constants have been produced based on Hurt and
Mitchell measurements (1992). While the initial char reactivity
is specified from calibration procedures, the activation energy
parameter is adjusted to match the predicted unburned carbon
(UBC) emission to reported values for a single set of operating
conditions.

A sensitivity analysis demonstrated that, for all the coal types
investigated (anthracite, petrolcoke, and other high volatile
coals): (i) particle heating by convection and radiation is

negligible and (ii) less than 0.5% of volatile matter is released
during time of flight for low rank coals, less than 0.1% of
volatile matter is lost for high rank coals.

4.5.3. Network of reactors
Results discussed in Section 4.4.1 indicate that the motion

of carbon particles is confined in a reduced portion of the com-
putational domain corresponding to the jet region. To assess
the effect of complex chemistry on particle devolatilization and
oxidation, this region can be modelled as a plug flow reactor
(PFR) or, equivalently, as a series of perfectly mixed stirred
tank reactors (STR). Since the critical parameters controlling
oxidation and devolatilization are the thermal history and the
oxygen mass fraction, we base on these quantities to identify
the equivalent network of reactors to be used to perform the
accurate calculations involving detailed chemistry. Preliminary
calculations show that expected conversion for carbon is less
than 1%. This datum is used to evaluate the number of STR
necessary to simulate the performance of the PFR. Following
Levenspiel (1972) the number of equal size (Vi), equal resi-
dence time (�i ) reactors in series approximating a PFR char-
acterized by a given volume (V) and residence time (�) can be
evaluated as

− ln(1 − x)

[(1 − x)−1/n − 1] · n
= 0.9999, (11)

where, n is the number of STR and x is carbon conversion. The
left-hand side of Eq. (11) is the ratio between the residence
time necessary to achieve desired conversion as calculated for
the PFR (�PFR) and the residence time for a series of n STR
(n�STR). The right-hand side, equal to 0.9999, is the confidence
level, i.e., the approximation we consider acceptable for the
unity ratio. We should remark here that a larger number of
STR is necessary to simulate precisely a PFR characterized
by a larger conversion. In the present case, assuming carbon
conversion equal to 1% (x = 0.01). Eq. (11) indicates that 80
STR are sufficient to simulate the jet. Volume and residence
time for each reactor are calculated considering the volume of
the particle-laden jet and the particle travel time divided by
the number of reactors. Specifically, according to the thermal
profile shown in Fig. 10, 20 reactors are used to schematize the
low temperature region of the jet (400–500 K) and 60 reactors
are used to describe the region where the temperature increases
steeply from 500 to 1400 K.

Each reactor is characterized by input and output streams. In-
put streams are assumed perfectly mixed at the inlet of each re-
actor. For the first reactor in the chain, input streams are oxygen,
gases entrained from the furnace atmosphere and carbon parti-
cles; output are reacted streams and devolatilization/combustion
products. Output becomes input for each subsequent reactor in
the chain.

We performed preliminary simulation to evaluate the effect
on carbon particle oxidation/devolatilization due to variation in
chemical composition of the reacting environment. Specifically,
we considered two extreme cases, corresponding to the gas
compositions found at the begin and at the end of the net of
reactors (see Table 6).
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Considering a constant gaseous atmosphere corresponding to
these two extreme cases, we found that changes in the chemical
composition of the environment have negligible effects on car-
bon conversion. Therefore, the evolution of the jet atmosphere
during the time of flight of carbon particles has no effect for
the modelling of particle oxidation and a constant bulk mass
fraction of oxygen (equal to 90%) was assumed for all the sim-
ulations.

4.5.4. Results on carbon devolatilization/oxidation
The preliminary analysis demonstrated that, for all the coals

investigated (anthracite, petrolcoke and other high volatile
coals): (i) less than 0.5% of volatile matter is released during
time of flight for low rank coals (high volatile matter, sub-
bituminous coals); (ii) less than 0.1% of volatile matter is lost
for high rank coals (anthracite). This means that, in the condi-
tions of the jet, devolatilization can be considered negligible.

Since the oxygen mass fraction is very high during the time
of flight of coal particles (about 90%), oxidation phenomena are
supposed to be more critical in terms of carbon consumption.
In order to assess the behaviour of a wide range of coal types,
characterized by different reactivities and physical properties,
we considered two extreme cases:

(1) Case 1: High volatile coal, a bituminous coal with
reactivity similar to Petrolcoke and larger devolatilization,
with the following characteristics: fixed carbon, 64.4%,
volatile matter 27.6%, ash 8%;

(2) Case 2: Anthracite, representing a low reactive coal as
those typically used in siderurgic applications (properties
are those in Table 3).

Table 7 summarises coals reactivities, evaluated as previously
described.

Two cases were considered also for carbon particle size dis-
tributions. Specifically, we simulated by RNA: (i) distribution

Table 6
Gas composition in the jet for two extreme cases, corresponding to the gas
compositions found at the begin and the end of the net of reactors

O2 min O2 max

O2% vol 65.00 90.00
CO% vol 12.95 3.70
CO2% vol 3.25 0.93
H2% vol 5.71 1.63
H2O% vol 2.45 0.70
N2% vol 10.64 3.04

Table 7
Kinetic parameters for char oxidation

High Volatile coal (C1) Anthracite (C2)

A (kgC/(m2 s Pa0.5)) 1.469565 3.14754
E (J/mol) 102,930.83 120,188.67

RR-A (Dave = 0.295 mm) and (ii) distribution RR-C (larger
average diameter, Dave = 0.48 mm, spreading exponent n =
1.52305), representative of larger size carbon particles used in
the industry.

Only configuration EAF-L2 was considered, since it allows
the evaluation of carbon oxidation/devolatilization under con-
servative conditions.

The injection efficiency of carbon particles is a function of
the carbon burnout, defined as the ratio between the oxidized
carbon and the initial carbon content of char particles (1 −
Cchar/Cchar0 =1−%Cburnout). The results are shown in Figs. 11
and 12. Fig. 11 shows the variation of surface temperature
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calculated for carbon particles belonging to distribution RR-A.
The continuous line represents the mean value and dashed lines
minimum and maximum value found for classes of different
size. During the first 0.006 s of flight, the increase of particle
temperature is reduced, since the only mechanisms contributing
significantly to heat transfer are convection/radiation. No sig-
nificant contribution is given by devolatilization and oxidation
until the particle temperature rises up to 500 K. At this time,
particles move into high temperature regions (nearer to the slag,
temperature of the jet T �1000 K), convective heat transfer is
enhanced, particle heating is accelerated and devolatilization
and combustion start to play a role in carbon consumption. Char
oxidation/devolatilization takes place only in the last 2 ms of
flight. Specifically, for the high volatile coal (C1), conversion
becomes significant when the temperature of the carbon par-
ticle rises up to T = 1000 K. For Anthracite (C2), conversion
becomes significant only at larger temperatures, T �1200 K.
We should remark here that no significant differences are ob-
served for the different size distributions for high volatile coal,
whereas small differences are observed for Anthracite. Specif-
ically, a lower conversion is calculated for particles belonging
to the larger size distribution (RR-C). Solid oxidation is prac-
tically unaffected by variations of oxygen mass fraction and
temperature profile inside the particle-laden jet. In fact, parti-
cle temperature fluctuations in the jet are quite important in the
first few milliseconds, where the levels are too low for oxida-
tion to occur. Devolatilization and oxidation of coal particles
starts only in the last milliseconds of flight, when tempera-
ture fluctuations are small with respect to the mean value. In
the conditions of the jet (i.e., carbon type C2), devolatilization
can be considered negligible whereas the oxidation process is
dominated by thermal effects rather than by local composition.
In the range of values produced by the entrainment (0.65–0.9
mass fraction), oxygen mass fraction has negligible influence
on the rate of reaction (Hurt and Mitchell, 1992). The rate of
reaction may change significantly with coal type, especially
when high volatile coals are considered, and in this case parti-
cle size distribution effects can be appreciated. Even consider-
ing worst case conditions, calculated carbon burnout remains
in the range 0.02–0.10%, indicating injection yield over 99%,
i.e., a significant increase of EAF performances for systems
equipped with the new concept injector.

5. Conclusion

In this paper, we present an original numerical procedure
developed and adopted to characterize and quantify injection
yields of a new-concept carbon particle injector designed for
siderurgic applications. The injector exploits a supersonic jet of
oxygen, coaxial to a low velocity air jet laden by carbon par-
ticles, to entrain and accelerate the particles toward the slag.
Preliminary experimental tests performed on real furnaces indi-
cate that a significant increase in carbon transport efficiency is
obtained by the new configuration compared to the traditional
configuration—i.e., high velocity, particle-laden air jet—, even
if, during their travel inside the furnace, carbon particles are
exposed to high temperatures and oxidizing conditions, which

could decrease significantly injection yields. The injection pro-
cess is investigated numerically: (i) to analyse the factors con-
tributing to improved performances; (ii) to identify the most
critical configuration for the injector in the furnace and (iii)
to obtain a conservative estimate of the injection yield of car-
bon particles, with the final aim of identifying strategies for
injection device optimization. Numerical solution is regarded
here as the only accurate prediction method since any exper-
imental attempt to solve the problem is unrealistically expen-
sive and extremely complex. We use state of the art techniques
coupled to research tools to reproduce the evolution of the
multiphase reacting system: specifically, complex chemistry
models for carbon particles have been implemented (Reactor
Network Analysis, RNA) on a simplified fluid dynamic model
of the reacting environment identified by a detailed fluid dy-
namic analysis and Lagrangian statistics calculated for the dis-
persed phase. This methodology, which is beyond the capabil-
ities of current softwares, offers a realistic picture of the mul-
tiphase reacting turbulent jet at a reasonable cost.

Results obtained in this work indicate that the positive
effects on injection yields are produced by the supersonic in-
jection which: (i) decreases drastically the residence time of
carbon particles inside the furnace and (ii) modifies the hot
reacting environment seen by carbon particles. Specifically,
due to the reduced radial dispersion, devolatilization and ox-
idation of coal particles start only in the last millisecond of
flight, a time too short to produce significant carbon con-
sumption. Reaction rates for carbon oxidation process, which
depend on oxygen mass fraction and temperature, are dom-
inated by thermal effects and change significantly with coal
type and particle size distribution. For the conditions tested in
this work, variation of carbon burnout is bounded in the range
0.02–0.10%, indicating good performances of the new concept
injector.
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